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1 Introduction

The EDB BackupandRecoveryTool (BART) is an adrmistrativeutility providing
simplified backup and recovermanagemenrfor multiple local or remot&DB
Postgr esE AdandPostigee8QRSIatabase seers.

The following are some of thmainfeatures provided by BART:

1 Supports omplete, hatphysical backupof multiple Advanced Server and
PoggreSQL database serger

1 Providestwo types of backups full base backups and blo¢&vel incremental
backups

1 Provides lckupand recovery management of thetabase servers on local or

remote hosts

Uses a single, cenalized catalog fobackup data

E

should be kept

Provides the capability to store the backup data in compressealtform
Verifies backup data with checksums

Displaysbackup informationn an easyto-readform

Simplifiesthe point-in-time recovery process

= =4 =4 -4

The following chapters provide the information needed to install, configure, and use
BART:

Chapter2 provides an overview of the BARcomponents and concept
Chapter3 provides instructions for installing BARTipgrading from previous
versions of BART, and uninstalling BART

T
il

Provides retention policy support for defining and managing how long backups

1 Chapterd provides the steps for configuring BART and the database servsgs to

managed for backup and recovery.
Chaptel5 describes theackup and recovery managemprdcess using BART

= =

server cafiguration and operation.

Chapter6 provides a comprehensive example of both local and remote database

The remaining sections in this chapter describe basic conventions used throughout this

document.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 6
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1.1 What 6s New

The following feature havebeen added to BARZ.1 to produce BART2.2:

T

BART no longerequiresthe use othe PostgreQL pg_basebackup utility
program to take fulbasebackupsrom database servensth the exception of
standby serversvhich does requirpg_basebackup . This provides a
performance improveent for taking full backupas described by the ngxbint
Full backups can now be taken using multiple, parallel worker threads, thus
reducing the backup time. The number of wottkeead is specifiedy the
BACKURsubcommand- thread - count option (see Sectiob.4.3, orbythe
thread_coun t parameter in the BART configuran file (see sectiond.1and
4.2.95. The multipleprocessearealsoused for theeompression operatiomhen
taking full backups with thBACKUPsubcommand z or - ¢ optiorsto provide
parallel, compressedr backups.

BART takes full backups from standby servers usimepg_basebackup utility
program Note that incremental backups cannot be taken from standby servers.
TheBACKUPsubcommand now supports thewith - pg_basebackup option,
which forces the use @fj_basebackup for taking a full backup.
TheBACKUPsubcommand now supports theno- pg_basebackup option,
which prevents the use pf§i_basebackup for taking a full backugxcept for
standby servergnstead, te worker thread process is usespreviously
described by the second bullet point

Restoring incremental backups can now be done with a specified number of
parallel worker processes using RESTORBubcommand with thew option.
Previously only a singlevorker process was usethis providesjuicker restore
times forincremental backups. For more information, see Sebtib.@

The BART configuration file noweontainsthe scan_interval parameter,
which specifies the numbef seconds before a forcedan of the WAL files will
occur.By default, the BART scanner program would scan the archived WAL files
only if their presence had been detected, which might result in missing the
scanning, and thus, result in the absence of reqWIBM files. The
scan_interval parameter can now be used to force the scan8eeySection
5.5for information on the BART scanner. See sectirisand4.2.5for the
scan_interval parameter.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 7
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1.2 Typographical Conventions Used in this Guide

Certain typographical conventions are used in this manual to clarify the meaning and
usage of various commands, statements, programs, examples, etc. This section provides a
summary 6these conventions.

In the following descriptions termrefers to any word or group of words that are
language keywords,useruppl i ed values, I|iterals, etc. A
upon the context in which it is used.

1 Italic fontintroduces a ne term, typically, in the sentence that defines it for the
first time.

1 Fixed - width (mono - spaced) font  is used for terms that must be given
literally such asSQL commands, specific table and column names used in the
examples, programming language keywosds, For exampleSELECT * FROM
emp;

9 Iltalic fixed - width font is used for terms for which the user must
substitute values in actual usage. For exanjfe ETE FROMable_name ;

1 A vertical pipe | denotes a choice between the terms on either side of th& pipe.
vertical pipe is used to separate two or more alternative terms within square
brackets (optional choices) or braces (one mandatory choice).

1 Square brackets [ ] denote that one or none of the enclosed term(s) may be

substituted. For examplga | b ] ,mans choose d@n@&rofmheft her
of the two.
1 Braces {} denote that exactly one of the enclosed alternatives must be specified.
For example{a|b} , MmMeans exactbbymoaste bé& 8Bpecifi
1 Ellipses ... denote that theepeding term maybe repeated. For examp|e, |
b].. means that you mabymalhaavoe t he sequence,

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 8
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1.3 Other Conventions Used in this Guide
The following is a list of other conventions used throughout this document.
1 Much of the information in this document dips interchangeably to the

PostgreSQL an&DB Postgref\dvanced Server database systente term
Advanced Servas used to refeto EDB Posgres Advanced Serverhe term

Postgreds used to generically refer to both PostgreSQL and Advanced Server.
Whena distinction needs to be made between these two database systems, the

specific names, PostgreSQL or Advanced Server are used.

1 The installation directory path of the PostgreSQL or Advanced Server products is

referred to aPOSTGRES_INSTALL_HOMIEor PostgeSQL Linux installations,
this defaults tdopt/PostgreSQL/  x. x for version 10 and earlieFor later
versions, use the PostgreSQL community packd&gesAdvanced Server Linux
installationsaccomplished using the interactive instaftarversion 10 and
earlier, this defaults tdopt/PostgresPlus/ X. XASor /opt/edb/as  x. x. For

Advanced Server Linux installations accomplished using an RPM package, this

defaults tQusr/ppas - x. x or/usr/edb/as  x. x. The product version number
is represented by. x or byxx for version 10 and later.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 9
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2 Overview

BART provides a simplified interface ftine continuous archiving and potri-time
recoverymethodprovidedwith Postgres database servdiisis consists of théollowing
processes

1 Capturing a&ompleteéimage of a databaséusteras a full base backup oeferred
to simply asafull backup

1 Captuing a modifiedmage of a database cluster calldalacklevel incremental
backup which is similar to a full backup, but contains thedified blocksof the
relation files that haa beerchanged since a previous backup instedall, full
relationfiles

1 Archiving the Write-AheadLog segment$WAL files), which continuously record
changes te maddo the databasfles

1 PaformingPointIn-Time Recovery(PITR)to a specified transéon ID or
timestampwith respect to éimelineusinga full backupalong with successive,
block-level incremental backgpthat reside in the same backup chaimd the
WAL files

Detailed information regarding/AL files and pointin-time recoverys docunented in
thePostgreSQL Core Documentatiamailable at:

https://www.postgresal.org/docs/10/static/contindarchiving.html

For information about bloclevel incremental &ckups, see Secti¢h2

Block-level incremental backups are referred to simplypasmental backups

The general terrbackuprefers to both full backups and incremental backups. When a
distinction must be made between the tthe complete terrull backupor incremental
backupis used.

Note: For standby servers, only a full backup can be taken. Incremental backups cannot
be taken from standby servers. For information about standby servers, see the
PostgreSQL Core Documentatiavailable at:

https://www.postgresal.org/docs/10/static/himdmilability. html

When taking a full backup of a standby senB&RT usesthe PostgreSQL
pg_basebackup utility program.

For information aboupg_basebackup , see thd?ostgreSQL Core Documentation
available at:

https://www.postgresql.org/docs/10/static/ammbasebackup.html

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 1C
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These featuisgprovidea complete backup and recovengthodologyfor Postgres
database serverspwever, the management of this process can be quite complex,
especially when dealing with multiple database servers in a distributed environment.

BART simplifiesthis mangement process by use of a centralized backup catalog
single configuration fileand a command line interfacentrollingthe necessary
operations

Reasonable defaultse automatically usefdr various backup and restore options
BART alsoperforms thenecessaryecovery file configuration required fpointin-time
recovery by reans of its command line interface

BART also provides other features to enhance backup management such as the
following:

Automation of the WAL archiving command configuration

Use of retention policies to evaluate, categorize, and delete backups that are old
and therefore considered obsolete

1 Compression of WAL files to conserve disk space

1 Customizable naming of backups to ease their usage

1 Easy access to comprehensive informasibaut each backup

)l
)l

The keycomponentgor usingBART are theollowing:

1 BART Host. The host system on which BAR3 installed. The BART operations
are invoked from this host system and the database server backgrstaned
WAL files are stored on this kbas well.

1 BART User Account Linux operating system user account you choose to run
BART. The BART user account owns the BART backafalog directory

1 BART Configuration File. File in editable text formatontainingthe
configuration information used WBART.

1 BART Backup Catalog. File systendirectory structureontainingall of the
backys and archived WAL files fdhe database servers managed by BART.

1 BART Backupinfo File. File in text format containing informatidor a BART
backup. A backupinfo fileesides in each backup subdirectory within the BART
backup catalog.

1 BART Command Line Utility Program. Single, executable file namédrt |,
which is used to commened BART operations.

1 BART WAL Scanner Program. Single, executable file namédrt - scanner ,
which is used to scan WAL files to locate and record the modified blocks for
incremental backups.

Other conceptand terms referred ia this document include tHellowing:

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 11
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1 Postgres Database ClusterAlso commonly called thdata directory this is the
file system directory where all of tidatafiles related to a particular Postgres
database server instance are stored. (A particular, running instance is identified by
its host and port number when connecting to a database.) The database cluster is
identified by thei D option when it is created, started, stopped, etc. by the
Postgresnitdo  andpg_ctl commandsTypically by default, the initial
database cluster is located in directBQSTGRES_INSTALL_HOMtata . A full
backup is a copy of a database cludtirte: The terms database cluster and
database server are ussanewhatnterchangeably throughout this document
though a single database server can run multiple database clusters

1 Postgres User AccountLinux operatingsystem user accoutitat runs the
Advanced Server or PostgreSQL database sanagpwns the database cluster
directory By default, the Postgres user accourniterprisedo  for Advanced
Server installed compatibieith Oracle databaseBy default, the Postgres user
account igostgres for Advanced Server installed compatitlith PostgreSQL
databased-or a PostgreSQL database server, this user account is also typically
postgres . Note: The BART configuration parameteluster owner  must be
set to this Postgres user account for each databerver. See Sectidr2.5for
information.

1 Replication Database der. For each database sermeanaged by BART, a
databassupeusermust beselected to act as the replication database libes
database user is used tonect to the database serwdrenbackupsare taken
The database superusers created with an initial Postgres database server
installation énterprisedb ~ or postgres ) may be used for this purpodéote:

The BART configuration parameteser must be set tdhis replication database
user for each database server. See Seétihhfor information.

1 Secure Shell (SSH)/Secure Copy (SCR)inux utility programs used tlog into
hosts (SSH) and copy files (SCBBtween hosts. A validser accounmust be
specifiedthatexists orthe target host and in effect, is the user account under
which the SSH or SCP operatgaccur

Chapterd providesinformation on how all of these components are configured and used
with BART.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 12
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2.1 Prerequisites

This sectiondescribes the supported database server versions, the required supporting
software, etc.

2.1.1 Supported Platforms and Database Versions
BART can be installed otie followingplatforms:

CentOS 6.or 7.X

RedHat Enterpiise Linux (RHEL) 6.x or 7.x
PowerPC 64 little endian (ppc64le)
SLES 12

= =4 =4 -4

Note: BART currently runs ononly 64-bit platforms.

ThePostgres database versidhat can be managéy BART are the following

M Advanced Server versie®.5, 9.6, and 10
1 PostgreSQlversions 9.5, 9.6, and 10

Note: Backupscan be taken frordatabase clusters containing a Wéegment ile size
other than the default size of 16 MBch axan be created using the Advanced Server
version 10nitdb  -- wal - segsize option.

For information on th Advanced Servenitdb  -- wal - segsize option, see Section
3.7 "Customizable WAL Segment File Size" in BBB Postgres Advanced Server 10.0
Guideavailable from the EnterpriseDB website located at:

https://www.enterprisedb.com/resources/prodalgtumentation

2.1.2 Required Software

The following components must be installed on the BART asstell as on any remote
database server hosts on which incremental backups are to be reEbeszirémote
hosts also require installation of BART.)

Postgredibpg library

Postgrepg_basebackup utility programfor taking backup$rom standby
serversandfor taking full backupgrom any database serwgpon certain
conditions

For RHEL/CentOS 6, Bust Librariesversion 1.48

For RHEL/CentOS 7, Boost Librari@ersion 1.53

T
T

= =
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The BART host componengseinstalled using EnterpriseDBPM packages. See
Section3.2for installation instructions for these components.

In addition,the following components must be enabled and active:

1 The Secure Shell (SSH) server daemon must be enabled and active on the BART
host as well as on any remote database server hosts on which BART will be
managing backup and recovery.

1 The SSH ad SCP clienprograms mudbe available on the BART host as well as
on the remote database server hosts.

See Sectiod.2.1for information on SSH and SCP.

2.1.3 Restrictions on pg_basebackup

BART takes full backups using tipg_basebackup utility program under the following
circumstances:

The backup is taken on a standby server

The-- with - pg_basebackup option has been specified with tRACKUP
subcommandor forcing the usage qfg_basebackup (see Sectios.4.3

9 Thenumber otthread courstin effect is oneand the- no- pg_basebackup
option is not specified with tlRACKUPsubcommandSee sectiond.1and4.2.5
for setting thehread_count  parameter in the BARTonfiguration file.

T
T

In the global section of the BART configuration file, paramgtgibasebackup_path
specifies theompletedirectory path tdhepg_basebackup program. See Sectighl
for information on this parameter.

Forinformationon pg_basebackup see thd?ostgreSQL Core Documentatiamailable
at:

https://www.postgresql.org/docs/10/static/ambasebackup.html

There are restrictionsn usingpg_basebackup depending upon theg_basebackup
version and the Postgres database server version.

Database servers can only be backed up by pgingasebackup of the same or later
version than the database server version. For exaptpleasebackup versian 95 can
back up database server versidn But it cannot be used to back up database server
version 96.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 14
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2.2 Block -Level Incremental Backup

This section describes the basic concepts of the fyeik incremental backugferred
to simply as an incrementaackup An incremental backup is a uniquélity for BART .

An incremental backuprovides a numbreof advantages than usifigll backups:

1 The amount of time required toqatuce an incremental backupgesnerallyless
than a full backumsmodified relaion blocks ae saved insteanf all, full relation
files of thedatabase cluster.

1 Anincremental backup usésss disk spactan a fullbackuptaken in plain text
format Note that if the full backup is taken in tar fornthis saves disk space as
well.

Generally, all BARTfeaturessuch as retention poliapanagemerdpply to incrementa

backups as well dsill backupsSee Sectioh.2.5for information on retention policy
management as applied to incremental backups.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 15
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2.2.1 Increme ntal Backup Limitations and Requirements

The following limitations apply to incremental backup:

T

If you have restored alftor incremental backup, you must take a full backup
before enabling incremental backup.

If a standby node has been promoted to tleeabprimary node, you must take a
full backup before enabling incremental backup on the cluster.

An incremental backup cannot be taken on a standby database server; only a full
backup can be taken from a standby database server.

The following requiremets must be met before implementing incremental backup

1

Create or select an operating system account to be usedB#sRRAeuser
account See Sectiod.1 for informationon choosingnd setting uphe BART
user acount

Create or select theplication database usevhichmust be a superuser. See
Section4.2.2for information.

In theBART configuration file thecluster_owner  parameter must be set to

the Linux operatirg system user account that owns the directory of the database
clusterfrom which incremental backups are to be takere
allow_incremental_backups parameter must be enabled. See Se&idrb

for information.

A passwordess SSH/SCP connection must be established between the BART
user account on the BART host ahécluster owner  user account on the
database serveaxote: This passwordess SSH/SCP connection must be
established even if BART and the databaseeseare running on the same host
and the BART user account and théster owner  user account are the same
accountSee Sectiod.2.1for information.

In addition to the BART host where the BART backup cataésides, the BART
package must also be installed on every remote database server on which
incremental backups are to be restored. In order to restore an incremental backup,
thebart program must be executable on temotehostby the remote user
specifiedby theremote_host parameter in the BART configuration file or by

the-r option when using thRESTOREBubcommand to restore the incremental
backup.See SectioR.2.5.2for informationon restoring incrementalackups on

remote hosts

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 1€
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91 For restoring incremental backups on a remote database server, a pdsssord
SSH/SCP connection must be establisinech the BART user account on the
BART hostto theremoteuseron the remote host that is specified by the
remote _host parameter in the BART configuration file or by the option
when using th&@ESTOREBubcommand to restore the incremental bacgep.
Section2.2.5.2for information on restoring incremental backups onatntosts.

1 Compression odrchived WAL files in the BART backup catalog is not permitted
for database servers on which incrementakbps are to be takenh&
wal_compression  settingin the BART configuration file must not be enabled
for those databasersers. Disabled is the default setting unless the parameter is
altered in the global section or the server sect@e sectiond.1and4.2.5for
information on theval_compression  parameter.

1 The incremental backup must be on the same timeline as the parent backup. The
timeline changes after each recovery operation so an incremental backup cannot
use a parent backup from an earlier timeline.

The following section prades an overview of the basic incremental backup concepts.

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 17
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2.2.2 Concept Overview

Usingincremental backuginvolvesthe following sequencef steps

1.

2.

Perform the BART configuration procedure as described in Chépter

Archiving of WAL files to the BART backup catalog must be enalzslad
initiated in the same manner as done for full backups

An initial full backup must be taken with tlB&ACKUPsubcommand. This full
backup establishes the parent of the first incremental backup.

All WAL files produced by database servers on which incremental backups are to
be takermustbescanned. These WAL files are scanned once they have been
archived to the BART backup catalog. Each scanned WAL file results in a
modified block magMBM) file that reords the locabn of modified blocks

obtained fronthe corresponding WAL fileThe BART WAL scanner program

bart - scanner performs this process.

Incremental backigaretakenusingthe BACKURsubcommand with the

parent optionto specifythe backup identiér or nameof a previousfull backup
or anincremental backupAny previous backup may be chosentssparent as
long as all backups belong to the same timeline.

Theincrementabackup procesislentifies which WAL files mayortain changes
from whenthe parentbackup was taken to tisgarting point of the incremental
backup. Theorresponding MBMiles are used to locate and copy the modified
blocks to the increental backup directorglong with other database cluste
directories and filesnistead of beking up all,full relation files, only the
modified blocks are copied and saved. In addition, the reld&BM files are
condensed into one consolidated block rf@pM) file that is stored with the
incremental backupNote: Multiple block copierthreads an be used to copy the
modified blocks to the incremental backup directory. Sations4.1and4.2.5

for setting thehread_count  parameter in the BART configuration fil8ee
Section5.4.3for using the- thread - count option with theBACKUP
subcommand.

. Therestoreprocesdor an incremental backup is invoked usthgRESTORE

sulcommandn the same manner as restoring a full backine-T option
specifiesghe backupdentifieror nameof theincremental backufo restore The
restore procedseginsby going back througthechan of past, parent incremental
backups until thénitial full backupstarting the chairs idertified. This full
backupprovidesthe initial setof directories and fileto berestored to the location
specified with the p option.
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8. Each subsequenteremental backup in thahainis then restoredrestoration of
an incremental backupses its CBM file to restorde modified block from the
incrememal backup

The following sections provide some additional information on these procedures.
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2.2.3 WAL Scanning 1 Preparation for an Incremental Backup

In order to determine which blocks have changed since the parent backup, the WAL files
creded from the time fothe parent backup up to the start of the incremental backup are
scanned by the WAL scanner progrbant - scanner .

The WAL scanner determines from the WAL files which blocks have been modified and
records the information in a file called thmdified blocknap(MBM) file. One MBM
file is created for each WAL file

The MBM file is stored in the archive path directory

backup_path /server _name/archived wals wherebackup_path is the BART

backup catalog parent directory specified in the global section of the BARfiguration

file andserver _nameis the lowercase conversion of the database server name specified
for this database server in the server section of the BART configurationtfiteis the

same directory where the archived WAL files are stangtie BART backup catalag

The following is the content of the archive path showing the MBM files created for the
WAL files. (The user name and group name of the files have been removed from the
example to list the WAL files and MBM files in a more comparablenmsa

[root@localhost archived_wals]# pwd
/opt/backup/  acctg /archived_wals
[root@localhost archived_wals]# Is -1
total 131104

[Wi=—--—-- 1. .. 16777216 Oct 12 09:38 000000010000000100000078
- rW--—----- ... 16777216 Oct 12 09:38 00000001000000010000 0079
- rW--—----- 1. .. 16777216 Oct 12 09:38 00000001000000010000007A
= [W—--—- 1. .. 16777216 Oct 12 09:35 00000001000000010000007B
= [W—--—- 1. .. 16777216 Oct 12 09:38 00000001000000010000007C
- rW--—----- ... 16777216 Oct 12 09:39 0000 0001000000010000007D
- rW--—----- 1. .. 16777216 Oct 12 09:42 00000001000000010000007E
= [W—--—- 1. .. 16777216 Oct 12 09:47 00000001000000010000007F
-rw-rw-r-- 1. 161 Oct 12 09:49 0000000100000001780000280000000179000000.mbm
-rw-rw-r-- 1. 684 Oct 12 09:49 000000010000000179000028000000017A000000.mbm
-rw-rw-r-- 1. 161 Oct 12 09:49 00000001000000017A000028000000017B000000.mbm
-rw-rw-r-- 1. 161 Oct 12 09:49 00000001000000017B000028000000017C000000.mbm
-rw-rw-r-- 1. 1524 Oct 12 09:49 00000001000000017C000028000000017D000000.mbm
-rw-rw-r-- 1. 161 Oct 12 09:49 00000001000000017D000028000000017E000000.mbm
-rw-rw-r-- 1. 161 Oct 12 09:49 00000001000000017E000028000000017F000000 .mbm
-rw-rw-r-- 1. 161 Oct 12 09:49 00000001000000017F0000280000000180000000.mbm

The MBM files have the suffixmbm.

In preparation for any incremental backup, the WAL files should be scanned as soon as
they are copied to the BART backup catalThus, the WAL scanner should be running

as soon as the WAL files from the database clustearatevedto the BART backup

catalog.

If the BART backup catalog contains WAL files that have not yet been scanned, starting
the WAL scanner beg#scanninghese files.
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Should a WAL file failed to be scanned resulting in a missing MBM file, the WAL
scamer can be used &pecifyan individualWAL file to be scanned

Note: Under certain circumstangsuch as when theync utility is used to copy WAL
files to he BART backup cataloghe WAL files may have been missed by the WAL
scanneprogramfor scanning and creation MBM files. Use thescan_interval

parameter in the BART configuration file to force scanning of WAL files in the archive
directory of the BARTbackup catalog to ensure MBM files are generated. See sections
4.1, 4.2.5 and5.5for information.

See Sectiob.5for information on usig the WAL scanner.
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2.2.4 Performing an Incremental Backup

The WAL files produced at the time of the parent backup up to the start of the
incremental backupontainthe information of which blocks were modifieldring that
time interval That information has beeconsolidated intoraMBM file for each WAL
file by the WAL scanner.

TheMBM files for the relevant WAL files are read, and thiermation is used toopy
themodifiedblocks from the database cluster to the BAREkup catalog/NVhen
compared to a fulplain backup, the number and sizes of relation files can be
significantly less for the incremental backup

For comparison hiefollowing is an abbreviated list dlfiefiles copied to therahived
base subdirectory of a fulbackupfor one database

[root@| ocalhost 14845]# pwd

/opt/backup/  acctg /1476301238969/base/base/14845

[root@localhost 14845]# Is

112 13182 _vm 14740 16467 16615 2608 vm 2655 2699 2995

113 13184 14742 16471 174 2609 2656 2701 29 95 vm ...
1247 13186 14745 16473 175 2609_fsm 2657 2702 2996

1247 fsm 13187 14747 16474 2187 2609 _vm 2658 2703 2998

1247 vm 13187_fsm 14748 16476 2328 2610 2659 2704 2998 vm ...
1249 13187_vm 14749 16477 2328 _fsm 2610_fsm 2660 2753 2999 ..

1249 _fsm 13189 14752 16479 2328_vm 2610_vm 2661 2753 fsm 2999 vm ...

1249 vm 13191 14754 16488 2336 2611 2662 2753 _vm 3079

1255 13192 14755 16490 2336_vm 2611 vm 2663 2754 3079 fsm ...

13182_fsm 14739 16465 16603 2608_fs.m 2654 2696 2893_vm 3501 _vm ...

In contrast, lte following is the content of the archiviease subdirectory of the same
database from a subsequent incremental backup

[root@localhost 14845]# pwd

lopt/backup/  acctg /1476301835391/bas e/base/14845

[root@localhost 14845]# Is

1247 1249 1259 16384 17006 2608 2610 2658 2663 2678 ...

1247 fsm 1249 fsm 1259 fsm 16387 17009 2608 fsm 2610 fsm 2659 2673 2679 ...

1247 vm 1249 vm 1259 vm 16389 17011 2608_vm 2610_vm 2662 2674 2703 ...

Theinformation from theMBM files are consolidated into one file calledansolidated
block map(CBM) file. During the restore operation for the incremental backupC B
file is used to identify the modifieddxks to be restored for that backup.

In addition, the incremental backup also staker required subdirectories and files
from the database cluster as is done forlfaltkups.

See Sectioh.4.3for information on using thBACKUPsubcommand to take an
incremental backup.
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2.2.5 Restoring an Incremental Backup

Restoring an incremental backup may require additional setup requirements depending
upon the host on which the incremental backup is to be restored:

1 BART Host. If an incrematal backup is to be restored onto the same host where
BART has been installed, the restore process is outlined in SEc2idnl

1 Remote Host If an incremental backup is e restored onto a remote hogtere
BART has not ben installed, the restore process still follows the information
outlined in Section2.2.5.] but in addition the requirements in Secti.5.2
must be established.

Thebart program must be avaible on the remote host becauseRESTORE
subcommand invocation for an incremental backup results in the executiorbaftthe
programon the remote hosb restorethe modified blocks$o ther proper location within
therestore directory on the remotesh.

The following section describes the general incremental backup restore process.

2.2.5.1General Restore Process for an Incremental Backup

TheRESTORBuUbcommands used to restore ancremental backupy specifying its
backup identifier or namwith the-i option. All RESTORBptions are used in the same
manner awhen restoring a full backup.

First, all filesfrom thefull backupfrom the beginning of the backup chaire restored

For each incremental backup, @GBM file is used todentify andrestoreblocksfrom the
incremental backup

If there are new relatiaor databaseidentified in theCBM file, then rel@ant relation
files arecopidl. If consolidated block map information is found indicating dinep of a
relation oradatabasghenthe relevantiles areremoved from the restore directory.
Similarly if there is anyndication of atable truncationthentherelated filesare
truncated.

See Sectioh.4.8for information on using thRESTOREBubcommand for restoring an
incremental backupAlso note the usage of thevoption of theRESTORBubcommand

to spedy a multiple number of paralleVorker processes to stream the modified blocks
to the restore host.
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2.2.5.2Restoring an Incremental Backup on a Remote Host

If an incremerdl backup is to be restored omeanote hosbn which BART has not been
installed, then the following steps must be implemented.

Step 1:Install BART on the remote host to which an incremental backup is to be
restored. Use the instructions in SectBato install BART on this remote host.

Note: No editingis neededn the BART configuration fildart.cfg  installed on the
remote host.

Step 2:Determine the Liny operating system user accoontthe remote hosb be used
as theremote usespecified by theemote_host parameter in the BART configuration
file or by the- r option when using thRESTOREBubcommand to restore the incremental
backup.This remote usemust alsde the owner of the directory where theremental
backup is tobe restored on the remote host. For exampéeuser accoums typically
enterprisedb  for Advanced Server quostgres for PostgreSQL

Step 3:Make surea passwordess SSH/SCP connectibias been establishé@m the
BART user on te BART host tdhe remote useyn the remote host. See SectibA.1
for information on setting up a passwdeds SSH/SCP connection

Step 4:When the remote useonnects to the remote host, the mot ePATHs er 0 s
environment variable musiclude the BARTbin directory For examplemodify the

u s e~. ashrc or~/.bash_profile file to set thePATHenvironment variable such
as in the followingexample:

# .bashrc
# Source global definitions
if [ - f /etc/bashrc ]; then
. letc/bashrc
fi
# User specific aliases and functions

export PATH=/usr/edb/bart/bin:$PATH
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2.2.6 Creating a Backup Chain

A backup chains the set of backups consisting dul backup and all of its successive
incremental backupgracing back on thparent backupof all icremental backups in
the chaireventuallyleads back to thatingle,full backup

It is possible to havafimulti-forkedd b ac k up c lwaor more swdcassivd i s
lines of incremental backups, aflwhich begin with the sam&ull backup Thus, withn
the chain there is a backup that serves as the parent of more than one incremental backup.

Since restoration ofreincremental backup is dependent upon first restoring the full
backup, then all successive incremental backyp®, and includingheincremental
backupspecified by th&RESTOREBuUbcommangit is crucial to noteéhe following:

1 Deletion or corruption of the full backup destroys the entire backup chain. It is not
possible to restore any of the incremental backups that were part of that chain.

91 Deletion or corruption of an incremental backup within the chain results in the
inability to restore any incremental backupttvas added to that successive line
of backupdollowing the deleted or corrupted backup. The full backup and
incremental backupgrior to the deleted or corrupted backup can still be restored.

The actions ofetention policymanagement are appliedtte full backup and all of its
successive incremental backwpighin thechainin an identical mannexs if they were

one backupThus, use of retention policy management does not result in the breakup of a
backup chainSee Sectio®.2.5for information on retention policy management of
incremental backups.

The following are some examples of backup chains.

Theallow_incremental_backups parameter is set #nabled inthe BART
configuration fileto permitincremental backupsn the listed database server

[BART]

bart_host = enterprisedb@192.168.2.27

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPI us/9.5AS/bin/pg_basebackup
logfile = /tmp/bart.log

scanner_logfile = /tmp/ bart _scanner.log

[ ACCTG

host = 127.0.0.1

port = 5445

user = enterprisedb

cluster_owner = enterprisedb
allow_incremental_ backup s = enabled
description =" Accounting
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After the databse server has beetarted with WAL archivinggnabledo the BART
backup catalog, th&/AL scanner is started:

- bash - 4.2% bart -scanner -- daemon

First, a full backup is taken.

- bash - 4.2% bart BACKUP -sacctg -- backup - name full_1
INFO: creating backup for s erver 'acctg’

INFO: backup identifier: '1490649204327'

63364/63364 kB (100%), 1/1 tablespace

INFO: backup completed successfully

INFO: backup checksum: aae27d4a7c09dffc82f423221154db7e of base.tar

INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1490649204327

BACKUP NAME: full_1

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/acctg/1490649204327

BACKUP SIZE: 61.88 MB

BACKUP FORMAT: tar

BACKUP TIMEZONE: US/Eastern

XLOG METHOD: fetch

BACKUP CHECKSUM(s): 1
ChkSum File
aae27d4a7c09dffc82f423221154db7e base.tar

TABLESPACE(s): 0

START WAL LOCATION: 00000001000000000000000E
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2017 -03-27 17:13:24 EDT

STOP TIME: 2017 -03-27 17:13:25 EDT

TOTAL DURATION: 1 sec(s)

A series of incremental backups are taken. The first incremental backup specifies the full
backup as the parent. Each successive incremental backup then uses the preceding
incremental backup as its pareBee Section.4.3for information on th&ACKUP
subcommand.

- bash - 4.2$ bart BACKUP -sacctg -Fp -- parentfull_1 -- backup - nameincr_ 1 -a
INFO: creating incremental backup for server ‘acctg’

INFO: checking mbm files /opt/backup/acctg/archived_wals

INFO: new backup ide ntifier generated 1490649255649

INFO: reading directory /opt/backup/acctg/archived_wals

INFO: all files processed

NOTICE: pg_stop_backup complete, all required WAL segments have been archived
INFO: incremental backup completed successfully

INFO:

BACKJUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1490649255649

BACKUP NAME: incr_1 -a

BACKUP PARENT: 1490649204327

BACKUP LOCATION: /opt/backup/acctg/1490649255649

BACKUP SIZE: 16.56 MB

BACKUP FORMAT: plain

BACKUP TIMEZONE: US/Eastern

XLOG METHOD: fetch
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BACKUP CHECKSUM(s): 0

TABLESPACE(s): 0

START WAL LOCATION: 000000010000000000000010
STOP WAL LOCATION: 000000010000000000000010
BACKUP METHOD: pg_start_backup

BACKUP FROM: master

START TIME: 2017 - 03-27 17:14:15 EDT

STOP TIME: 2017 -03-27 17:14:16 EDT

TOTAL DURATION: 1 sec(s)

- bash - 4.2$ bart BACKUP -sacctg -Fp -- parentincr_1 -a -- backup -nameincr 1 -b
INFO: creating incremental backup for server ‘acctg’

INFO: checking mbm files /opt/backup/acctg/archived_wals

INFO: new backup identifier generated 149064 9336845

INFO: reading directory /opt/backup/acctg/archived_wals

INFO: all files processed

NOTICE: pg_stop_backup complete, all required WAL segments have been archived

INFO: incremental backup completed successfully

- bash - 4.2$ bart BACKUP -sacctg -Fp -- parentincr_1 -b -- backup -nameincr 1 -c
INFO: creating incremental backup for server ‘acctg’

INFO: checking mbm files /opt/backup/acctg/archived_wals

INFO: new backup identifier genera ted 1490649414316

INFO: reading directory /opt/backup/acctg/archived_wals

INFO: all files processed

NOTICE: pg_stop_backup complete, all required WAL segments have been archived

INFO: incremental backup completed successfully

The followingoutputof the SHOWBACKUPSubcommand listhe backup chajrwhich
are backupfull_1 ,incr_ 1 -a,incr_1 -b,andincr 1 -c.

- bash - 4.2$ bart SHOW - BACKUPS- s acctg

SERVER NAME BACKUP ID BACKUP NAME BACKUP PARENT BACKUP TIME

acctg 1490649414316 incr_1 -c incr_1 -b 2017 -03-27 17:16:55 ...
acctg 1490649336845 incr_1 -b  incr_1 -a 2017 -03-2717:15:37 ...
acctg 1490649255649 incr_1 -a full_1 2017 -03-2717:14:16 ...
acctg 1490649204327 full_1 none 2017 -03-27 17:13:25 ...

Note that for the full backufull_1 , theBACKUPPARENTfield containsnone . For
each incremental backup, tBACKUPPARENTfield containghe backup identifieor
nameof its parent backup.

A second backup chain is created in the same manner wigAti€UPsubcommand
The following showghe addition of the resultingecondackup chairtonsisting of full
backupfull_2 and increnental backup#cr_2 -a andincr_ 2 -b.

- bash - 4.2% bart SHOW - BACKUPS- s acctg
SERVER NAME BACKUP ID BACKUP NAME BACKUP PARENT BACKUP TIME

acctg 1490649605607 incr_2 -b  incr_2 -a 2017 - 03-27 17:20:06 ...
acctg 1490649587702 incr_2 -a  full_2 2017 -03-2717:19:48 ...
acctg 1490649528633 full_2 none 2017 -03-2717:18:49 ...
acctg 1490649414316 incr_1 -c incr_1 -b 2017 -03-2717:16:55 ...
acctg 1490649336845 incr_1 -b  incr_1 -a 2017 -03-27 17:15:37 ...
acctg 1490649255649 incr_1 -a  full_1 2017 -03-27 17:14:16 ...
acctg 1490649204327 full_1 none 2017 -03-2717:13:25 ...
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The following additional incremental backups starting virty_1 - b- 1, which
designatescr_1 - b as the parentesults in the forking from that backup into a second
line of backugs in thechain consisting ofull_1 ,incr 1 -a,incr_1 -b,incr 1 -b-
1,incr_1 -b-2, andin cr_1 - b- 3 as shown in the following list:

- bash - 4.2% bart SHOW - BACKUPS- s acctg
SERVER NAME BACKUP ID BACKUP NAME BACKUP PARENT BACKUP TIME

acctg 1490649791430 incr_1 -b-3 incr_1 -b-2 2017 -03-2717:23:12 ...
acctg 1490649763929 incr_1 -b-2 incr_1 -b-1 2017 -03-27 17:22:44 ...
acctg 1490649731672 incr_1 -b-1 incr_1 -b 2017 -03-2717:22:12 ...
acctg 1490649605607 incr_2 -b  incr_2 -a 2017 - 03-27 17:20:06 ...
acctg 1490649587702 incr_2 -a  full_2 2017 -03-2717:19:48 ...
acctg 1490649528633 full_2 none 2017 -03-2717:18:49 ...
acctg 1490649414316 incr_1 -c incr_1 -b 2017 -03-27 17:16:55 ...
acctg 1490649336845 incr_1 -b  incr_1 -a 2017 - 03-27 17:15:37 ...
acctg 1490649255649 incr_1 -a  full_1 2017 -03-2717:14:16 ...
acctg 1490649204327 full_1 none 2017 -03-27 17:13:25 ...

Restoringan incremental backup done with theRESTOREBubcommanand itsoptions
in the same manner as for restoranfyll backup. Specify the backup identifier or backup
name of the incremental backup to be restored as shown by the following:

-bash-4.2$bartR ESTORE-s acctg - p /opt/restore -iincr 1 -b
INFO: restoring incremental backup 'incr_1 - b' of server 'acctg’
INFO: base backup restored

INFO: archiving is disabled

INFO: permissions set on $SPGDATA

INFO: incremental restore completed successfully

Restoing incremental backuipcr_1 - b as shown by the preceding example results in
the restoration of full backujpll_1 , then incremental backupgr_1 - a and finally,

incr 1 -b.

See Sectio®.4.8for information on theRESTOREBubcanmand.
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3 Install ing and Uninstall ing BART

BART is supplied as an RPM packagkse theYum packagemanager to install BART
For information about using Yum, see the Yum project website at:

http://yum.baseurl.org/

Theedb- bart packagas installed using thedb- repo repository RPM, which
containdURLs to access the EDB Yum Repository for various componé&his
repository RPM is shown when you accessEB& Yum Repositonyebsite.

To request credentials to the EDB Yurag®sitory, visit thdollowing website

https://www.enterprisedb.com/repositeagcessequest

For information about using the EDB Yum Repository see Chapter 3 BiBe
Postgres Advared Server Installation Guidevailable from the EnterpriseDB website at:

https://www.enterprisedb.com/resources/prodlatumentation

There are different procedures that mustdiewed if you intend to install BART 2.2 on
a hostthat currently has BART 2.6r BART 2.1 installed on it. The following sections
outline these rules.

If an earlier BART version is not installed on the host, go directly to $e8tib

3.1 Installation of BART 2.2 on Hosts Running Earlier BART 2.x
Versions

Depending upon the earlier BART 2.x version running on the host, the basic patoess
install BART 2.2 are the following:

1 If BART 2.1 is on the host, ugke Yumupgrad e command to upgrade BART
2.1to BART 2.2.

1 If BART 2.0 (that is,BART 2.0 0r2.0.]) is on the host, then BART 2.2 is
installed sideby-side with the older BARR.0version. The older BARR.0
version must then be removed.

Note that he following restrictions gy with regard to BART 2.0 and BART 2.1

1 When using BART 2.2he BART backup catalogs specified by the
backup_path parameter of the BART configuration fileust not be the same
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directory that was used by BART 2.0 or BART 2.1 for their backup catdlogs
other words, new full backups and incremental backups taken using BART 2.2
must be stored in a new BART backup catalog.

1 BART 2.2 cannot be used to take incremental backups from parent full backups or
parent incremental backugsat wergakenusing anyof the older BART versions
than 2.2 Taking incremental backups usiBART 2.2is possibleonly from
parent full backups and parent incremental backups that were taken using BART
2.2.

1 BART 2.2 cannot be used to restore incremental backups that were ttkemyv
of the older BART versions than 2 Aowever, BART 2.2 can restore full
backups that were taken with BART 2.0 or BART.2.1

The llowing sections descriltde upgrading processom BART 2.1 andBART 2.0,
Note that on any remote host on which imeeatal backups were restored using the

earlier BART version, the same installation process must be performed in a similar
manner as on the BART host.
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3.1.1 Upgrading from BART 2.1 to BART 2.2
If you are already using BART 2.1 perform the following steps toageto BART 2.2:

Step 1:1t is suggested that you make a copy of your BARTconfiguration filein case
it is lost during the upgrade proce3$$ie default locatioand file names
lusr/edb/bart/etc /bart.cfg directory.

Step 2:You must stoghe BART2.1 WAL scanner progranbart - scanner , before
upgrading to BART 2.2h Step 3See Sectioh.5for information onusingthe WAL
scannecommandsAs the BART useaccountinvoke thefollowing command to stop
the WAL scanner

bart -scanner STOP
Step3: As theroot user, upgraelto BART 2.2 with thgum up grad e command.

The following syntaxuses thggum command to update the BART RPM pakage file
that has beedownloaded to the current working direct. The local package file is
installed by using the complete, RPM package file name:

yum upgrad e edb -bart -2.2. x-x.rhel7.x86_64.rpm

To updatethe BART RPM package directly from the EDB Yum Repository website,
specify only the package name:

yum upgrad e edb - bart

The following is an examplofthe upgrad:

[root@localhost ~]# yum upgrade edb - bart -2.2.0 - 1.rhel7.x86_64.rpm

Loaded plugins: fastestmirror, langpacks

Examining edb - bart -2.2.0 - 1.rhel7.x86_64.rpm: edb -bart -2.2.0 -1.rhel7.x86_64

Marking edb - bart -2.2.0 - 1.rhel7.x86_64.rpm as an update t oedb -bart -2.1.0 -1.rhel7.x86_64
Resolving Dependencies

-- > Running transaction check

-- > Package edb - bart.x86_64 0:2.1.0 - 1.rhel7 will be updated

-- > Package edb - bart.x86_64 0:2.2.0 - 1.rhel7 will be an update

-- > Finished Dependency Resolution

Dependencie s Resolved

Package Arch Version
Repository Size

Updating:
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edb- bart x86_64 2.2.0 - 1.rhel7
/ledb - bart -2.2.0 -1.rhel7.x86_64 21M

Transaction Summary

Upgrade 1 Package

Total size: 2.1 M

Is this ok [y/d/N]: y
Downloading packages:
Running tra  nsaction check
Running transaction test
Transaction test succeeded
Running transaction

Updating : edb -bart -2.2.0 -1.rhel7.x86_64
1/2
/sbin/ldconfig: File /lib/libpg.s0.5.8 is empty, not checked.
Cleanup :edb -bart -2.1.0 -1.rhel7.x86_64
2/2
/sbin/l  dconfig: File /lib/libpg.s0.5.8 is empty, not checked.
Verifying : edb -bart -2.2.0 -1.rhel7.x86_64
1/2
Verifying : edb -bart -2.1.0 -1.rhel7.x86_64
2/2
Updated:
edb- bart.x86_64 0:2.2.0 - 1.rhel7
Complete!

Step4: The BART 2.1 files in the parehisr/edb/bart directory are replaced by the
BART 2.2 files. Checkfithe BART configuration filebart.cfg ~ foundin the
lusr/edb/bart/etc directoryis your aiginal file used with BART 2.1. If it is not
presentthenyou canuse the configuration filgou saved in Step 1.

Be surethebackup_path parameter of the BART 2.2 configuration filesetto a new
directory and nbto anyexisting BART 2.1 backup catalog.

Note: The requirement of the BART configuration file for usage by BART 2.2 applies

only when installing BART 2.2 on the host from which the BART subcommands are to

be invoked (that is, the BART host). If you anstalling BART 2.2 on a remote host on
which incremental backups are to be restored, (in other words, this is not the BART host),
then the content of the BART 2e& subdirectory does not need the addition of the

bart.cfg file.

Step5: Check thathe seting of thePATHenvironment variablencludes the drectory
location of the BART 2.®in subdirectory in the/.bashrc  or~/.bash _profile
files of the following user accounts

1 The BART user account on the BART host. See SedtinyrStep 3 for
information.

1 The remote user account on the remote host to which incremental backups are to
be restored. See the instructions in Sec@5.2 particularly, Step 4.
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Note: ThePATHsetting should be the sarasset forBART 2.1since both versions use
{usr/edb/bart/bin

Step6: Repeat the installation process désad in this section to upgrade@ BART 2.2

on all remote hosts where incremental backups are to be restored using BART 2.2. See
Section2.2.5.2for additional information on restoration of incremental backups on
remote hosts.

After upgrading to BART 2.2, you must take a new full backup of your system before
performing an incremental backup. BART 2.2 cannot perform aarmental backup
whose parent backup was takay a previous version of BART
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3.1.2 Replacing BART 2.0 with BART 2.2

If you currently have BART 2.0 (for example, BARTO2r 2.0.1) installed, BART 2.
cannot be used to directly upgrade these prior versions.

BART 2.2 will be installed in a separati#rectorythan BART 2.0.You mustthenremove
BART 2.0.

Note that on any remote host on which incremental backups were restored using BART
2.0, the same BART 2.2 installation and BART 2.0 removal process must berysetfor

in a similar manner as on the BART host.

In Section3.2, step Sandsteps/ through 10 apply to the replacement of BART 2.0.

After upgrading to BART 2.2, you must take a new full backup of your system before

performing anncremental backup. BART 2.2 cannot perform an incremental backup
whose parent backup was takaey a previous version of BART
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3.2 Instaling BART

BART requires a number of dependencies includindiltpg library andBoost
libraries All of thesecomponents are available in the EnterpriseDB RPM.

The following are the steps to perfornetimstallation of these components dimel
BART product

Step 1:Download the repositorfpr all EnterpriseDB RPMs shown adb- repo on the
EDB Yum Repository webst

As theroot user, issue the following command to install the repository configuration
RPM as shown by the following example

[root@localhost ~]# rpm -ivh edb -repo - latest.noarch.rpm
Preparing... M R T [100%)]
l:edb - repo HHHHHHHHHEHHHEH R [100%]

Step 2:Install theEPEL packaggExtra Packages for Enterprise Linyxvhich contains
certain libraries that may need to be installed depending uporLiymux operatirgy
system:

yum install epel - release*

Step3: In directory/etc/yum.repos.d , the repository configuration filedb .repo is
createdwhich is atextfile containingalist of EnterpriseDB repositoriegach denoted
by an entry starting with the tekteposito ry name].

Access to the packages in any of these repositories is accomplished by enabling the
repository by editing the following in the repository entry:

1 Using your requested credentials for the EDB Yum Repository, substitute the user
name and passwofdr the<username>:<password> placeholders of the
baseurl parameter

1 Change the setting of tle@abled parameter t@nabled=1 .

Thefollowing repositories must be enabled:

1 Repositoryedbas xx for AdvancedServer9.6 or later. The latest version is
recommended.

Repositoryenterprisedb - tools

1
1 Repositoryenterprisedb - dependencies

For exampleto accesgheenterprisedb - tools repository enable the following
entry.

[enterprisedb - tools]
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name=EnterpriseDB Tools $releasever - $basearch

baseurl=http://<username>:<pass word>@yum.enterprisedb.com/tools/redhat/rhel -
$releasever - $basearch

enabled=0

gpgcheck=1

gpgkey=file:///etc/pki/rpm - gpg/ENTERPRISEDB- GPG KEY

Be sure the required repository entr@es enabled before proceeding with the next steps.

Step4 (Optional): Instal the pg_basebackup utility program using the server client

package. If you do not already have plgebasebackup program installed on the

BART host nor do you lar plan to install th€ostgreSQL database server or Advanced

Server on the BART hosyou @ninstall a Imited number of files that includbe
pg_basebackup program by installing theerver client package with the following
command:

yum install edb - asxx- server - client

An example is shown by the following:

[root@localhost ~]# yum install edb -as10- server - client
Loaded plugins: fastestmirror, refresh - packagekit, security
Loading mirror speeds from cached hostfile
* base: mirror.cs.pitt.edu
* epel: mirror.cs.princeton.edu
* extras: mirror.us - midwest - 1.nexcess.net
* updates: mirrors.syringanetwo rks.net
edb- repos
| 2.4kB  00:00
edbas10
|25 kB  00:00
edbas10/primary_db
| 22kB  00:00
enterprisedb - dependencies
| 2.5 kB  00:00
enterprisedb - tools
|2.5kB  00:00
Setting up Install Process
Resolving Dependencies
-- > Running transaction check

--- > Package edb - asl0- server - client.x86_64 0:10.1.5 - 1.rhel6 will be installed

-- > Processing Dependency: edb -asl0- server -libs(x86 -64)=10.1.5 - 1.rhel6 for package:
edb- asl0 - server -client -10.1.5 - 1.rhel6.x86_64

-- > Processing Dependency: libpg.so.5()(64bit) for package: edb -asl0 - server -client -

10.1.5 - 1.rhel6.x86_64

-- > Running transaction check

--- > Package edb -asl0 - server -libs.x86_64 0:10.1.5 - 1.rhel6 will be installed
-- > Finished Dependenc y Resolution

Dependencies Resolved

Package Arch Version
Repository Size
Installing:

edb- as10 - serv er - client x86_64 10.1.5 -
1.rhel6 edbas10 12M
Installing for dependencies:

edb- as10 - server - libs x86_64 10.1.5 -
1.rhel6 edbas10 531k
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Transaction Summary

Install 2 Package(s)

Total download size: 1.7 M

Installed size: 7.4 M

Is this ok [y/N]: y

Downloading Packages:

(1/2): edb  -asl0-server -client -10.1.5 -1.rhel6.x86_64.rpm
| 1.2 MB 00:00

(2/2): edb  -asl0-server -libs -10.1.5 - 1.rhel6.x86_64.rpm

| 531 kB 00:00

Total

3.1MB/s|1.7MB 00:00
Running rpm_check_debug
Running Transaction Test
Transaction Test Succeeded
Running Transaction

Installing : edb -asl0-server -libs -10.1.5 -1.rhel6.x86_64
1/2

Installing : edb -asl0-server -client -10.1.5 -1.rhel6.x86_64
2/2

Verifying : edb -asl0-server -client -10.1.5 -1.rhel6.x86_64
1/2

Verifying : edb -asl0-server -libs -10.1.5 -1.rhel6.x86_64
2/2
Installed:

edb- as10 - server - client.x86_64 0:10.1.5 - 1.rhel6
Dependency Installed:

edb- asl0 - server - libs.x86_64 0:10.1.5 - 1.rhel6
Complete!

Step 5:1f BART 2.0 is currently installed on the host, savcopy of the BART 2.0
configuration file (default directory and file name is
lusr/edb/bart2.0/etc/bart.cfg ).

After installing BART 2.2, you can use this same configuration file for BARTiR2be
sureyou usea newdirectoryfor theBART backup catalgand not the same directory
used by BART 2.0.

Step6: Install the BART RPM packagelsing Yum results ithe installation of all
dependencies required by BART. These packages are accessed freposii@ries/ou
enabled in thedb.repo repository configration file.

The following syntaxuses thegum command to instathe BART RPM pakage file that
has beemlownloaded to the current working direct. The local package file iastalled
by using the complete, RPM package file name:

yum install edb -bart -2. 2. x- x.rhel7.x86_64.rpm

To install the BART RPM package directly from the EDB Yum Repository website,
specify only the package name:
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An example is shown by the following:

[root@localhost ~J# yum install edb
Loaded plugins: fastestmirror, langpacks

Examining edb - bart -2.2.0 - 1.rhel7.x86_64.rpm: edb

-bart -2.2.0 -1.rhel7.x86_64.rp

Marking edb - bart -2.2.0 - 1.rhel7.x86_64.rpm to be installed

Resolving Dependencies

-- > Running transaction check

--- >Package edb -bartx86_6 40:2.2.0
-- > Finished Dependency Resolution

Dependencies Resolved

- 1.rhel7 will be installed

-bart -2.2.0 -1.rhel7.x86_64

Package Arch Version
Repository Size
Installing:
edb- bart x86_64 2.2.0
1.rhel7 ledb - bart -2.2.0 -1.rhel7.x86_64
21M

Transaction Summary

Install 1 Package

Total size: 2.1 M

Installed size: 2.1 M

Is this ok [y/d/N]: y
Downloading packages:
Running transaction check
Running transaction test
Transaction test succeeded
Running transaction

Installing : edb -bart -2.2 .0 - 1.rhel7.x86_64
1/1
/sbin/ldconfig: File /lib/libpg.s0.5.8 is empty, not checked.
Verifying : edb -bart -2.2.0 -1.rhel 7.x86_64
1/1
Installed:
edb- bart.x86_64 0:2.2.0 - 1.rhel7
Complete!

Uponsuccessful installation, tH@ART product is installed irhe following directory

location referred to aBBART_HOME

fusr/ edb/ bart

The following filesare included in the installation:

Table 3-1 - PostInstallation Files

File Name Location

Description

bart BART_HOMBIn

BART command lineexecutablgrogram
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File Name Location Description
bart - scanner BART_HOMBiIn BART WAL scanner progam
bart.cfg .sample BART_HOMEtC SampleBART configuration file
xlogreader_  ident .so BART_HOM/b Libraries supporting WAL versions
bart_ license.txt BART_HOME License agreement

You can also verify the installation by invoking a BART subcommand:

[root@ localhost ~]# cd /usr/edb/bart/bin
[root@localhost bin]# ./bart -- version
bart (EnterpriseDB) 2.2.0

BART20 REL- 2_0_0- GA 184- g0b44eb8 - dirty
Mon Mar 12 07:22:00 UTC 2018

Step 7:1f BART 2.0 is also installed on the host, you must remove it. Use the falijpwi
command to remove BART 2.0:

yum remove edb - bart20

Continue with steps 8 through 11 if you had been using BART 2.0, otherwise start with
the configuration process described in Chagter

Step8: In the newly createtisr/edb/  bart/etc  directory, place the configuration
file bart.cfg  that you saved in Step 5 from BART 2.0. (Note that this is the default
location of the configuration file. Thec option can be used with BART subcommands
to specify an alternative configurationefihame or location. See Sect@B for
information.)

Be sure théackup_path parameter of the BART 2.2 configuration file is seatoew
directory and not tanyexisting BART 2.0 backup catalog.

Note: The requirement of thBART configuration file for usage by BART 2.2 applies
only when installing BART 2.2 on the host from which the BART subcommands are to
be invoked (that is, the BART host). If you are installing BART 2.2 on a remote host on
which incremental backups arelie restored, (in other words, this is not the BART host),
then the content of the BART 2e& subdirectory does not need the addition of the
bart.cfg file.

Step 9:Adjust the setting of theATHenvironment variable to include theelitory
location of tlre BART 2.2bin subdirectory in the/.bashrc  or~/.bash _profile
files of the following user accounts:

1 The BART user account on the BART host. See SedtinrStep 3 for
information.

1 The remote user account on the remote lwgthich incremental backups are to
be restored. See the instructions in Sec@5.2 particularly, Step 4.
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Step10: Repeat the installation process described in this section to install BART 2.2 on
all remote hosts where ireamental backups are to be restored using BART 2.2. See
Section2.2.5.2for additional information on restoration of incremental backups on
remote hosts.

Step 11:You should now be able to use BART 2.2 to take backups.

3.3 Install ing BART on an SLES 12 Host

This section contains special instructions for installing BART on an SLES 12 host.

You can use the zypper package manager to install BART on an SLES 12 host. zypper
will attempt to satisfy package dependencies as it instaiEleage, but requires access

to specific repositories thate not hosted at EnterpriseDB.

Before installing BART use the following commands to add EnterpriseDB repository
configuration files to your SLES host:

zypper addrepo https://zypp.enterprisedb.com /suse/epas96 -
sles.repo

zypper addrepo https://zypp.enterprisedb.com/suse/epas -sles -
tools.repo

zypper addrepo https://zypp.enterprisedb.com/suse/epas -sles -

dependencies.repo

Each command creates a repository configuration file ireth&ypp/repos.d
direcory. The files are named:

1 edbas96suse .repo
i edbasdependencies .repo
9 edbastools .repo

After creating the repository configuration files, useajygper refresh command to
refresh the metadata on your SLES host to include the EnterpriseDB repositories:

letc/lzy  ppl/repos.d # zypper refresh

Repository 'SLES12 -12-0'is up to date.

Repository 'SLES12 - Pool' is up to date.

Repository 'SLES12 - Updates' is up to date.

Retrieving repository 'EDB Postgres Advanced Server 9.6 12 -
x86_64' metadata - [\]

Authentication required for
‘https://zypp.enterprisedb.com/9.6/suse/suse -12-x86_64"'

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 4C



EDB Postgres Backup and Recovery Guide

User Name:
Password:

Retrieving repository 'EDB Postgres Advanced Server 9.6 12 -

X86_64" metadata.............cooeeuvvveeeeerrnnns [done]
Building repository 'EDB Postgre s Advanced Server 9.6 12 -
x86_64' cache.................. . ... [done]

All repositories have been refreshed.

When prompted for Blser NameandPassword , provide your connection credentials
for the EnterpriseDB repository. If you need credentiatst the following website

https://www.enterprisedb.com/repositeagcessequest

Before installing EDB Postgres Advanced Server or supporting components, you must
also add SUSEConneand the SUSE Package Hub extension to the SLES host, and
register the host with SUSE, allowing access to SUSE repositories. Use the commands:

zypper install SUSEConnect
SUSEConnect - p PackageHub/12/x86_64
SUSEConnect -psle -sdk/12/x86_64

For detailed infomation about registering a SUSE host, visit:

https://www.suse.com/support/kb/doc/?id=7016626

Then, add the Archiving repository and update the repository metadata:
SUSEConnect -psle -sdk/12/x 86 64

zypper addrepo
https://download.opensuse.org/repositories/Archiving/SLE_12 SP3/A
rchiving.repo

zypper refresh
Then you can use the zyppetility to install BART:

zypper install edb - bart
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3.4 Uninstallation of BART

Decideif you want topermanently saver just deleteéhe backup files and archived WAL
files in the BART backup catalog. Uninstalling BART does not affect these files. You
can delete albf the files with the BARTDELETEsubcommand (see Sectibr.9, or use
theLinux commandm 1 rf /opt/backup to delete thd8ART backup catalog
lopt/backup , for example.

To uninstall BART, as theroot user invokehe following command

yum remove edb - bart

An example is shown by the following:

[root@localhost ~J# yum remove edb - bart
Loaded plugins: fastestmirror, langpacks
Resolving Dependencies
-- > Running transaction check
- >Package edb - bart.x86_64 0:2.2.0 - 1.rhel7 will be erased
-- > Finished Dependency Resolution
base/7/x86_64
| 3.6 kB 00:00:00
edb- repos
| 2.4 kB 00:00:00
edbas10/7/x86_64
| 2.5 kB 00:00:00
enterprisedb - dependenci es/7/x86_64
| 2.5 kB 00:00:00
enterprisedb - tools/7/x86_64
| 2.5 kB 00:00:00
epel/x86_64/metalink
| 1 6kB 00:00:00
extras/7/x86_64
| 3.4 kB 00:00:00
updates/7/x86_64
| 3.4 kB 00:00:00

Dependencies Resolved

Package Arch
Version Repository
Size

Removing:

edb- bart x8 6_64
2.2.0 -1.rhel7 installed
21M

Transaction Summary

Remove 1 Package

Installed size: 2.1 M

Is this ok [y/N]: y
Downloading packages:
Running transaction check
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Running transaction test
Transaction test succeeded
Running transaction

Erasing :edb -bart -2.2.0 -1.rhel7.x86_64
1/1
/sbin/ldconfig: File /lib/libpg.s0.5.8 is empty, not check
Verifying : edb -bart -2.2.0 -1.rhel7.x86_64
1/1
Removed:
edb- bart.x86_64 0:2.2.0 - 1.rhel7
Complete!

EDB Postgres Backup and Recovery Guide

ed.
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4 Configuration

The main onfigurationsteps oBART are the following:

Establish a BART user account

Create the initil settings for the BART configuration file

Create the BART backup catalog

Perform he configuration setufor each database server that is to be managed by
BART. Thedatabase server setppcess is described in Sectib2

= =4 =4 4

The following section describes the initial BART configuration steps

4.1 Configuring the BART Host

This section describes the basic setup steps on the BARTAsogiu perform these
steps, there are parameters in the BART configuration file

(BART_HOMEtc/b art.cfg ) that correspond tthes settings Setthese parameters in
theBART configuration file as you proceed through the steps

Note: Use thebart.cfg.sample file to createthebart.cfg  file in which the
parameters must be set.

The following is an examplof the minimal, required parameterghe BART
configuration filethatmust be explicitly set:

[BART]

bart_host = bartuser@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup

For each database servee thinimal BART parameter settings are as follows:

[HR

host = 192.168.2.24

port = 5432

user = postgres
cluster_owner = postgres

Note: Theport parameter setting is only required if the database server listensooh a
other tharb444.

All other parameterssedefault actions.

The sections in this chapter provide explicit details on the meaning and ushge of
BART configuration file parameters.
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The following are the parameters in the BART configuration file that apply globally to
BART backup and recovemanagement (that is, applies to all BART managed database
servers as well).

1
il

[BART] . Identifies the global sectiaof the configuration fileThis parameter is
required and must be named BART.

bart_host. IP address of the host on which BART is installece Value for this
parameter must be specified in the fdrant _user @art _host_address
wherebart _user is theoperating systeraser account on the BART host theat
used to ruBART and owns the BART backup catalog directory.

bart _host _address is the IP addrss of the BART host. This parameter is
required.

backup_path. Specifies the file system parent directory where all BART
database server backups and archived WAL &testored. This parameter is
required.

pg_basebackup pathSpecifies the path to thpgy_basebackup programthat
youinstalled on the BART hosEee Sectio.1.3for information on restrictions
that may apply depending upon the versiopgfbasebackup chosenThis
parameter is required.

xlog_method Determines howhe transaction log is collected during execution
of pg_basebackup through theBACKUPsubcommand. Set tetch to collect
the transaction log files after the backup has completed. Se¢den to stream
the transaction log in parallel with thdl backupcreation If stream is used, the
max_wal_senders configuration parameter in thp@stgresql.conf file for
affected database servers must account for an additional session for the streaming
of the transaction log, (that is, the setting must be a minimh dhe setting of
thexlog_method parameter in the server section of the BART configuration file
overrides the setting afog_method in the global sectiofor that particular
database servelf omitted in the server section, the settinglofj_method in

the global section is used. If tkieg_method parameter is not specified in
either section, the defaultfistch

retention_policy. Determines whenraactivebackup should bmarkedas
obsolete, and hence, be a candidate for del€fioa setting can beither
max_number BACKUPSmax_number DAYS max_number WEEKSor
max_number MONTHSvheremax_number is a positive integer. If all of the
keywordsBACKUPSDAYS WEEKSandMONTHS®re omitted, the specified integer
is interpreted asmax_number BACKUPSy default. The setting of the
retention_policy parameter in the server section of the BART configuration
file overrides the setting oétention_policy in the global section for that
particular database server. If omitted in the server section, the setting of
retention_policy in the global section is used. If theention_policy
parameter is not specified in either section, theaduhtionalbackups are marked
as obsoletevhen theMANAGBubcommand is use8ee Sectioh.2for

information onmanaging backups usingetention policy.
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1 wal_compression Enables the compression of archiW®@L files in the BART
backup catalogvhen theMANAGBEubcommand is invoke&et toenabled to
compresshe archived WALS files in gziformat. Seto disabled to leave the
files uncompressedNote: The gzip compression program mustm¢heBART
us er a PAT NotetConspression of archived WAL files is not permitted
for database servers on which incremental backups are to beTakesettingpf
thewal_compression  parameter in the server section of the BART
configuration file overrides the settingwél_compression  in the global
section for that particular database server. If omitted in the server section, the
setting ofwal_compression in the global section is used. If the
wal_compression  parameter is not specified in either section, the default is
disabled . See Sectioh.4.7for informationon using theANAGEBubcommand
for WAL compression

1 copy_wals_during_resore. Determines how the archived WAL files are
collectedwhen invokingthe RESTOREBuUbcommand. Set enabled to copy the
archived WAL files from the BART backup catalog to the
restore_path  /archived_wals directory prior to the database seraechive
recovery. Set talisabled to retrievethe archived WAL files directly from the
BART backup catalog during the database seavehniverecovery. The BART
generatedestore_command parameter in theecovery.conf file reflects
which of the two options is uself.the RESTOREBubcommand is invoked with
the- ¢ option, then the archived WAL files are copied from the BART backup
catalog to theestore_path  /archived_wals directory, thus overriding any
setting of thecopy_wals_during_restore parameter in the BART
configuration file. If theRESTORBulcommand is invoked without the option,
then the following determines how the archived WAL fiées retrievedAn
explicit setting of thecopy_wals_during_restore parameter in the server
section of the BART configuratidiile overrides the setting of
copy_wals_during_restore in the global section for that particular database
server. If omitted in the server section, the setting of
copy_wals_during_restore in the global section is used. If the
copy_wals_during_restore paraneter is noexplicitly setin either section,
the default iglisabled . See Sectiob.4.8for additional information.

1 logdfile. Specifies the path to the BART log fil®utput from thebart program is
written to this file.This parameter is optionalf no path to a log file is specified
afterlogfile = , or if the parameter is commented out, BART does not create a
log file. Note: During the course of BART usage, any error message you may
receive regarding the BART log file is tyailly caused by the presence of an
existing log file that is not owned by the current BART user account. To resolve
the problem, delete or rename the existing log file and allow BART to create a
new oneowned by the current BART user account.

1 scanner_logfle. Specifies the path to tA®AL scanner log fileOutput from the
bart - scanner program iswritten to this file.This parameter is optional. If no
path to a log file is specified aftecanner | ogfile = , or if the parameter is
commented out, BART does noeate aVAL scannelog file. Note: During the
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course of the WAL scannessage, any error messagelyoay receive regarding

the WAL scannelog file is typically caused by the presence of an existing log

file that is not owned by the current BART usec@mt. To resolve the problem,
delete or rename the existing log file and allow BART to create a new one owned
by the current BART user account.

1 thread_count Specifies the number of workénreads for copyinglocks from
the database server to BART backup catalogwhen theBACKUPsubcommand
is invoked for incremental backupihe same approach applies to full backups
wheretheworker threadsopydata files fromlie database server to the BART
backupcatalog.The same set of processesused for the @mpression operation
when taking full backup# order to provide parallel, compressed backups when
theBACKUPsubcommand is specified with the or - ¢ options. Note: The
compressiomperationdoes not apply to incremental backujpshe BACKUP
subcommad is invoked with the- thread - count option, then the number of
worker threads specified by this option overrides any setting of the
thread_count  parameter in the BART configuration file. If tBACKUP
subcommand is invoked without thethread - count option, then the
following determines the number of worker threads u$ed:setting of the
thread_count  parameter in the server section of the BART configuration file
overrides the setting dfiread_count  in the global section for that particular
database seev. If omitted in the server section, the settinthadad _count in
the global section is used. If ttheead_count ~ parameter is not specified in
either section, the default is Note: When taking a full backup, the thread
count in effect is onlyt, then thepg_basebackup utility is used to take the full
backupunless the- no- pg_basebackup option is specified with thBACKUP
subcommand

1 batch_size Specifies the number of blocks of memory used for copying modified
blocks fran the database serverthe BART backup catalog when tBACKUP
subcommand is invoked for incremental backups. Each block is 8192 biy¢es. T
maximum permitted value 31072 (131072 * 8192 = I5B). The minimum
permitted value ig (1 * 8192 = 8192 bytesReduce the setting if theerver
complains that it has run out of memory while executing
pg_read_binary_file() . The setting of théatch_size  parameter in the
server section of the BART configuration file overrides the setting of
batch_size in the global sectiofor that particuladatabase servef omitted in
the server section, the settingbatch_size in the global section is used. If the
batch_size  parameter is not specified @ither section, the default value of
49142 (49142 * 8192 =3/8 GB) is used.

1 scan_interval Specifies the number of seconds before forcingaansaf the WAL
files in thearchive directoryf the BART backup catalodhe setting of the
scan_inte rval parameter in the server section of the BART configuration file
overrides the setting atan_interval in the global sectiofor that particular
database servelf omitted in the server section, the settingadn_interval
in the global section is used. If teean_interval parameter is not specified in
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either section, the default value®fs used which means m bruteforce scanning
will be started.

The following is an example of the glotsaction

[BART]

bart  host = bartuser@192.168.2. 22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5ASbin/pg_basebackup

retention_policy = 3 MONTHS
lo gfile = /tmp/bart.log
scanner_logfile = /tmp/ bart_scanner.log

The following steps show hothie requirecconfiguration parameteeredetermined.

Step 1:Verify that thepg_basebackup utility program is installe@n theBART host
If you have not already de sQ see SectioB.2for instructions

In theBART configuration file sethepg_basebackup_path  parameteto the location
of thepg_basebackup programas shown in the following example:

[BART]
bart_host = bartuser@192.168.2. 22
backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5ASbin/pg_basebackup
logfile = /tmp/bart.log
scanner_logfile = /tmp/ bart_scanner.log

Step 2:Createor selecthe BART user account.

Determine the operating systerseraccount thawill be used to ruthe BART
command line progranT his operating systemser isreferred to ashe BART user
account

The chosen operating system user account haya the following capabilities:

The BART user account must own the BART backup catalog dimect
The BART user account must run theat program and thbart - scanner
program.

1 The BART user account must have the passviesd SSH/SCP connection
established to and from every database server managed by BART.

il
T

For exampleenterprisedb  or postgres canbe selected as the BART user account
when the managed database servers are Advanced Server or PostgreSQL, respectively.

An accounthame ofbartuser is used ér the following examples

Step 3:Settheenvironmentariablesfor the BART user account.
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WheninvokingBART subcommander the BART WAL scanneasthe BART user
account chosen in Step 2, certain eowiment settingshouldbe in effect

1 PATH. Thesimplest and recommended setting is forRA&@Henvironment
variableto include theBART_HOMBin diredory. Doing so allows the BART
user to invoke BART from any current working directory. Without doing so, the
BART user must invoke BART frowithin BART_HOMM®&In as the current
working directory.In that case, the current working directory must be includled
thePATHenvironment variable.fiebart - scanner programlocatedwithin the
BART_HOMBIin directory is calletby thebart programin certain
circumstancesSee Sectioh.3for additional information.

1 LD_LIBRARY_PATH . ThelLD_LIBRARY_PATHenvironment variablenay
need tancludethe directory containing thépq library. This directory is
POSTGRES_INSTALL HOMIB . See Sectiod.3for information onsetting
LD LIBRARY_PATH

These settingsanbephced i n t he BART sothey takeefleaduwponnt 6s pr
login as shown by the following example
# .bash_profile
# Get the aliases and functions
if [ - f ~/.bashrc ]; then
. ~/.bashrc
fi

# User specific environment and startup programs

export LD_LIBRARY_PATH=/opt/PostgresPlus/9. 5AS/lib:$ LD_LIBRARY_PATH
export PATH=/usr/edb / bart/bin:$PATH

PATH=$PATH:$HOME/bin

export PATH
Step4: Create the BART backup catalog.

The BART user accoumust have access to tharent directory of the BARDadkup
catalogas specified by thieackup_path parameter in the BART configuration file.

If not, be sure the BART user ammt is granted the appropria@nership and
permissiongo be able to create subdirectories and files within that directory.

In the folowing example, the BART configuration file specifiept/backup  as the
parent directory for the BART backup catalog:

[BART]

bart_host = bartuser@192.168.2. 22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5ASbin/pg_basebackup
logfile = /tmp/bart.log
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scanner_logfile = /tmp/bart_scanner.log

The following examplereates and sets the ownership and permissions on the BART
backup catalog assumitgrtuser is the BART user account

su root

mkdir /opt/backup

chown bartuser /opt/backup
chgrp bartuser /opt/backup
chmod 700 /opt/backup

Whenyou invoke thébart command line programith theINIT subcommandar in
fact, withanyBART subcommand, BART creates a subdirectory for each database server
listed in the configuration filé the subdirectoy had not already been created by BART

Step5: It is suggested that you leave thgfile  configuration parameter set to its
default value oftmp/bart.log . This file is created the first time you invoke thaet
command line program.

If for some reasonou want to change your BART user account during the course of
BART usage, you must delete th@p/bart.log file and let BART create a new log
file owned by the new BART user account.

The same procedure applies to shenner_logfile configuration parametdor the
bart - scanner program.

Step6: Set any of the other optional global parameters listed at the beginning of this
section. The settings of these parameters apply to all database servers, but can be
overridden within each database server section.

Step7: Invoke theCHECK CONFIGsubcommand omitting thes option in order to
checkthe global parameters. See Sectoh 1for information on theCHECK CONFIG
subcommand.

Step8: Add parameters for your first set of databaseessrin the BART configuration
file. See Sectiod.2.5for the definition of the database server parameters.

4.2 Configuring a Database Server for BART Management

This section dscribes the procedufer enabling BART backupnd reovery
management foadatabase serveFhemain configuration areas are ttodlowing:

Authorizing SSH/S® accesswithout a password prompbeeSection4.2.1
Setting up a replicatiodatabase user. See Sectop.2

Enabling WAL archiving. See Sectidn2.3

Updating the BART configuration file. See Sect#@.5

= =4 =4 -9

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 5C



EDB Postgres Backup and Recovery Guide

These do not have to be done in any particular order except that all ncoshjpleted
before restartinghe database server with WAlLchiving enabled (bullet point 3).

4.2.1 Authorizing SSH/SCP Access without a Password
A fundamental mechanism of BART is the uséhaf Secure ShelSSH) andthe Secure
Copy (S) Linux utility progransto copy the backupnd WAL files from the BART

managed database sews/r the BART hosas well ago restorebackups

Theclient/server SSEHNdSCP connecticdmust not prompt for a passwonden
establishing the connection.

A passwordess connectiors accomplished bghe use ofuthorized public keysvhich
is a list of public keys of client user accounts thi to be allowed to connect to the
target server.

Each client user account generates a publyc\which must then be added to the target
use account 6s a wlishoo the targetdserygeru bl i ¢ key

The directions are divided into the following sections:
1 Sectiond.2.1.1provides an example of how you may first have to enable public
key authentication usage oretkerver running the SSH server daemon.
1 Section4.2.1.2provides general instructions on how to set up the authorized
public keys file.
1 Sectiond.2.1.3then describes the combination of hosts foRFAusage on which
a connection must be established without a password prompt.

Specific examples are provided in Sectia

4.2.1.1Enabling Public Key Authentication Usage

Depending upon the Linux operating system running the SSidrsgaemon, there may

be different steps required to enable the usage of public key authentication, and hence,
the capability to enable passwdass SSH and SCP connections.

Check the information for your operating system for the necessary steps.

For exanple, for CentOS 6.5, perform the following:

In the SSH server daemon configuration filetc/ssh/sshd_config , check that the
following parameter is set §es and is not commented

PubkeyAuthentication yes

Reload the configuration file:
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[root@localhost ss h]# service sshd reload
Reloading sshd: [ OK ]

Any of the following commands can be used insteaden¥ice sshd reload

service sshd stop
service sshd start
service sshd restart

Note: For any SSH or SCFRerrorsor problems, examinghe following log file:

Ivar/log/secure

4.2.1.2Authorized Public Keys Generation

The target server to whichpassworeessSSH or SCP connection is to imademust
containanauthorized public keys file. The file is namagthorized_keys ard is
located under theSER_HOMEBsh  directory wherdJSER_HOMIS the home directory
of the user account on the target sethat is to baised to establish the remote session

On each cliensystemthat is to make passwordessconnection to the targserverthe
c | 1 eublic &ey is generatedhile logged intahe clientsystemwith the user account
thatis torequesthe SSH or SCBonnection. The generated public key must be then
copied to the target server and concatenated onto the

USER_HOMEs h/authorized_keys file.

Note: The public key should be appended onto the end of any existing
authorized_keys  file. Any existingauthorized_keys  file should not be replaced in
its entirety.

The followingare the general instructions for generaang c Is publio keydile and
thencreatingthd ar g e t authericed pubtikeys file

Step 1:Ontheclientsystem login as theuser account that will be initiating the SSH or
SCP connection.

Step22Change to the user accofdherei@anehsonme direct «
.ssh subdirectory. If not, create ewas follows:

mkdir .ssh

chown user .ssh
chgrp wusergroup .ssh
chmod 700 .ssh

Whereuser is the user accoumameandusergroup is theassociategroup ofthe
user.
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Step3: Generate the public kdite with the following command. Accept all prompted
defauts and do not specify a passphragen prompted for one.

ssh - keygen itrsa
The public keyfile namedid_rsa.pub  is created in thessh subdirectory.

Step4: By whatever means is available in yoyst&m environment, create a copy of file
id_rsa.pub  on the target server.

For examplewhile logged into the client where iygust generated the public ke,
use SCP tonake a temporargopyof it onthe target server

scp ~/.ssh/id_rsa.pub target u ser @wost _address :tmp.pub

Step5: Log into thetarget server asrget_user , again using whatever means is
possble in your system environment.

For examplewhile logged into the client, use SSH to log into the target server
ssh target user @ost _address

Step6:Change to the target user account ds
existing.ssh subdirectory. If not, create emas shown in Step 2.

Step7: Append theemporaryc | i e nt 0 sfileptrapbplibi, t© thé& authorized keys
file namedauthorized_  keys . If an existingauthorizedkeys file does not existreate a
new file, but do not completely replace any existing authorized keys file

cat tmp.pub >> ~/.ssh/authorized_keys

Make sure thauthorized_keys  file is only accessible by the file ownerdamot by
groups or other user.the authorized_keys  file does not have the required
permission setting (600) d@rwas newly created, change the file permissions as follows:

chmod 600 ~/.ssh/authorized_keys
Step8: Delete the temporary public key filenp.pub .
rm tmp.pub

Now, when logged into the client systemuasr there should be no prompt for a
password when commands such as the following are given:

ssh target user @ost_address
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or
scp file_name target user @ost_address : directory_path
or

scp target us er @ost_address : directory_path [ file  file_name

4.2.1.3Required BART Connectionswith No Password
For BART usage, there are two scenarios requpagswordessSSH/SCReonnections:

1. FromeachBART managed database ser¢®@BH/SCP client) to the BART host
(targetSSH/SCP server) for supporting WAL archiving in gostgresgl.conf
or postgresql.auto.conf archive_command parameter.

2. From the BART host (SSH/SCP client) to each BART managed database server
(target SSH/SCP servdnr taking incremental backups afat supporting
redoration of thefull backup the archived WAL filesand the modified blocks
which occurs when the BARRESTOREBuUbcommand is giveiNote: If backups
are to be taken from a given database server host, but restored to a different
database seev host, the passwotdss SSH/SCP connections must be configured
from the BART host to the database server host from which the backup is to be
taken as well as from the BART host to the database server host to which the
backup is to be restored.

For scendo 1, theSSHclient in which the public kefile (id_rsa.pub ) is generated
with thessh - keygen itrsa command is the database servidre pilic key file is
generated bthe user account running the databsswer

The targeSSHserverin which the pubc keyfile is to be appendeazhtothe
~/.ssh/authorized_keys file is the BART host. Thauthorized_keys fileisin
the BART useraccoudats home . di rectory

For scenario 2, th8SHclient in which the public keyile (id_rsa.pub ) is generated
with thessh - keygen itrsa command is the BART hasthe puwlic key file is
generated bthe BART user account.

The targeSSHserverin which the public keyile is to be appendeohntothe
~/.ssh/authorized_keys file is the database server. Taghorized keys  fileis
in the home directorgf the user account owning the directory where the datdizeseip
is to be restored.

See Sectiol.2for examples of each scenario.
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4.2.2 Setting up a Replication Database U ser

For each Postgres database\er that is to be managed by BART, a databaser must
be chosemo serve as theeplication database user

The replication database user serves the following purposes:

1 Sets the Postgreschive_command configuration parameter when thT
subcommad in invoked

1 Createdackupsvhen theBACKURsubcommand is invoked

Thereplication database useust be a superuser

The following example creates a superuser tthbeeplication database user

CREATE ROLE repuser WITH LOGIN SUPERUSER PASSWORD ' password ' ;

Thepg_hba.conf file mustminimally permitthe replication database userhave
accesgo thetemplatel databaseasshownfor repuser in the following example

ThelP address from where theplication database udeaisaccess to database
templatel is thelocation of the BART host

# TYPE DATABASE USER ADDRESS METHOD

# "local" is for Unix domain socket connections only

local all all md5

# IPv4 local connections:

host te mplatel repuser 192.168.2. 22/32 md5
host all enterprisedb  127.0.0.1/32 md5

# IPv6 local connections:

host all all :1/128 md5

# Allow replication connections from localhost, by a user with the

# replication privilege.

host replication  repuser 192.168.2. 22/32 md5

For pg_basebackuponly: The replication database user must also be included in the
pg_hba.conf file as areplication database conngon as shown bthe last entry in
theexamplef pg_basebackup is to be used for taking any backups such as for standby
servers

Thereplication database useustbe specifiedwith theuser parameteof the BART
configuration filefor the database servas shown by théollowing:

[ ACCTG

host = 192.168.2. 24

port = 5444

user = repuser

cluster_owner = enterprisedb

remote_host = enterprisedb  @192.168.2. 24
description =" Accounting
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There must be no password prompt when connecting to the database sertres with
replication database uséthere are sever®lostgres standaxdays to permit this. A
recommenddmethod is to use thegpass file located in theBART user accouidt s
home directory.

For example, ibartuser is theBART user accounthen thepgpass file located in
/home/bartuser/.pgpass must contairthe following entry.

192.168.2. 24:5444:*rrepuser:password
Thus, wherbartuser runsBART BACKURthe password for theeplication database
user repuser , is obtained from thepgpass file of bartuser to comect to the
database server runningl®2.168.2. 24 on port5444 .

The.pgpass file mustcontainan entry for eaclBART managedlatabase servandits
corresponding replication database ws®t password.

4.2.3 Enabling WAL Archiving

WAL archiving must be enaldefor the databasserverfor which BART is to perform
backup and recovery management.

For background information about WAL archiving seeRlostgreSQL Core
Documentatioravailable at:

https://www.postgresaql.org/docs/10/static/contindatchiving.html

Section4.2.3.1describes thgeneral manualkonfiguration process

Sectiond.2.3.2describesamore automatedlternative approach.
4.2.3.1WAL Archiving Configuration

The followingconfiguration parameteraust be set in thegostgresgl.conf file to
enable WAL archiving

1 Setwal_lev el toarchiv e for Postgres 9.5 or teplica  for Postgres 9.6r

later.

i Setarchive_mode toon.

1 Set thearchive_command to copy the WAL files to the BART backup catalog.

1 Setmax_wal_senders to a valuehigh enough to leave at least one session
available for the backuif the xlog_method =stream parametesettingis to be
used by this database serasrdetermineth the BART configuration filethe
max_wal_senders setting mustccountfor anadditional session for the
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transaction log streaming (that is, the setting must be a minimain $ée
sectiongd.1and4.2.5for information on thelog_method parameter.

Note: Thearchive_command configuration parameter discussed in this section is
located in thepostgresql.conf file. This Postgresarchive_command parameter is
used in a differentnannerthanthe BARTarchive_command parameter, which maye
setin the server sections of the BART configuration, filet onlyunder certain
conditions

The ARCHIVE PATHfield displayed by the BARBHOWSERVERSubcomnand shows
thefull directory pathwhere theWAL files should becopiedas specified inhe Postgres
archive_command configurationparametem thepostgresgl.conf file:

- bash - 4.1% bart SHOW - SERVERS- s acctg

SERVER NAME : acctg
HOST NAME :192.168.2.24
USER NAME . repuser

PORT 15444

REMOTE HOST :
RETENTION POLICY : none
DISK UTILIZATION :0.00 bytes
NUMBER OF ARCHIVES : 0

ARCHIVE PATH . lopt/backup/ acctg /archived_wals
ARCHIVE COMMAND : (disabled)
XLOG METHOD : fetch

WAL COMRESSION : disabled
TABLESPACE PATH(S) :
INCREMENTAL BACKUP : DISABLED
DESCRIPTION o Accounting

In the following exampleSCP copies the WAL files tirectory
lopt/backup/  acctg /archived_wals atthe BART host located a02.168.2. 22
asthebartuser user account

Using thebartuser  account allows the operation¢opy to theBART backup catalog
owned bybartuser

wal_level = archive # minimal, archive, or hot_standby
# (change requi res restart)
archive_mode = on # allows archiving to be done
# (change requires restart)
archive_command = 'scp %p bartuser @192.168.2. 22:/opt/backup/ acctg /archived_wals/%f'

# command to use to archive a logfile segment
# placeholders: %p = path of file to archive
# %f = file name only

max_wal_senders = 1 # max number of walsender processes
# (change requires restart)
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The database server must be restarted in order to initiate WAL archiving, butdioswot
until you have verified thahefull path of theBART backup catalogas been crealdby
some prior BART subcommand, otherwise the archive operation will fail.

4.2.3.2Archive Command Auto Configuration

ThePostgrearchive_command parameter can be automatically configured with the

INIT subcommandTheINIT subcommand invokes th@$tgresALTER SYSTEM

command to set theostgresrchive_command configuration parameter in the

postgresql.auto.conf file locatedinthenanaged dat abase server o6s
POSTGRES_INSTALL _HOMtata directory.See Sectio®.4.2for addtional

information on théNIT subcommand.

Thearchivecommand string that th8lIT subcommand generatiggo the
postgresql.auto.conf file is determined by the parameter setifighe BART
archive_command parameter locateith the BART configuration file.

The server section of the BART configuration file can contd8ART

archive_command parameteto specify the desired format of taechivecommand
stringto be generated into the Postgaeshive_command parameter in the
postgresql.auto.conf file. If theBART archive_command paraneter is not set in
theserver sectioffor a givendatabase servethecommand stringhat isconfigureduses
the following default format

scp %p Yoh:%a/%f
where:
%p
Path of the file to archivesed by the Postgres archiving mss

%h

Replaced by the setting of thart_host parametetocatedin theglobal section
of the BART configuration file

%a

Replaced by tharchive pathof where the WAL files are to be storéithe archive
path takes the formackup_path /server _name/archived _wals where
backup_path is the BART backup catalog parent directory specified in the global
section of the BART configuration file asdrver _nameis thelowercase
conversiorof the database server name specified for this database server in the
server seavn of the BART configuration file.
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%f
Archived file namaused by the Postgres archiving process

The placeholder®%hand%aare replaced by th&lIT subcommand when creating the
archive command string. The placeholdgrsand%f are not replaced by thel T
subcommand, burekept as given to besed by the Postgres archiving process.

For example, to use the defaafthivecommandormat the BART configuration file
contains the following settingghere theBART archive_command parameter is
omitted from he server section f&COG

[BART]

bart_host = bartuser@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

[ACOg

host = 127.0.0.1

port=5 444

user = repuser

cluster_owner = enterprisedb
description =" Accoun ting "

TheINIT subcommand is invokday BART user accouriartuser  as follows:

[bartuser@localhost ~]$ bart INIT -s acctg -0
INFO: setting archive_command for server ' acctg
WARNING: arc hive_command is set. server restart is required

The BART backup catalog directory will be completed if it has not already been done so.

The resultingPostgresarchivecommand string in thgostgresgl.auto.conf file
locatedintemanaged dat BASAGRES INSFALL l@QMiata directory
appears as follows:

# Do not edit this file manually!
# It will be overwritten by ALTER SYSTEM command.
archive_command = 'scp %p bartuser@192.168.2.22:/opt/backup/ acctg /archived_wals/%f'

Note: Run thelNIT subcommand uh the- o optionto take advantage of the auto
configuration procesd his option overrides any existifpstgresarchive_command
setting in thepostgresgl.conf or the postgresql.auto.conf file. In addition, the
- 0 option musbe used to generate tbemmand string if thearchive_mode
configuration parameter get tooff even if there are no existing settingdloé Postgres
archive_command in thepostgresgl.conf or postgresgl.auto.conf files.

Note: If you set the Postgreschiv e_command parameter in thpostgresgl.conf
file as described in Sectigh2.3.1and wish to use that particular setting, do not specify
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the- o option when running thiNIT subcommand, otherwise the Postgres
archive_command setting is overridden accordjrio the auto configuration process

described in this section.

You mayuse ararchivecommandther than the default by settittge BART
archive_ commandparameter witlihe desired command stringthe server sectin of
the BART configuration file

In thisexample, the following BART configuration file is usetth an explicit setting of
the BARTarchive_command parameter

[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
log file = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

[ ACCTG

host = 127.0.0.1

port = 5444

user = repuser

cluster_owner = enterprisedb
archive_command = 'cp %p %a/%f'
description =" Accounting

TheINIT subcommand is invoked by BART user accoemterprisedb  as follows:

- bash - 4.1$ bart INIT -s acctg -o
INFO: setting archive_command for server ' acctg
WARNING: archive_command is set. server restart is required

The resultingPostgresarchive_  commandparametem thepostgresqgl.auto.conf

file appearsas follows:

# Do not edit this file manually!
# It will be overwritten by ALTER SYSTEM command.
archive_command = 'cp %p /opt/backup/ acctg /archived_wals/%f"

After generating the desireadbmmand string in thpostgresqgl.auto.conf file,

complete the required/AL archive settings in thpostgresql.conf file:

1 Setwal_level toarchiv e for Postgres 9.5 or teplica  for Postgres 9.6r

later.

Setarchive_mode toon.

Setmax_wal_senders to a valuehigh enough to leave at least one session
available for the backupf the xlog_method =stream parameter setting is to be
used by this database server as determined in the BART configuration file, the
max_wal_senders setting must account for an additional session for the
transaction log streaming (that is, the setting rbest minimum oR). See
sectiongt.1and4.2.5for information on thelog_method parameter.

1
1
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Restart the database serwhen you are ready to initidd¢AL archiving.

When the database server hastrestarted, theRCHIVE COMMAN(eld of theSHOW
SERVERSubcommand displays the actiestgresarchive command as shown by the
following:

- bash - 4.1$ bart SHOW - SERVERS-s acctg

SERVER NAME : acctg
HOST NAME :127.0.0.1
USER NAME : repuser
PORT : 5444

REMOTE HOST :
RETENTION POLICY :none
DISK UTILIZATION :48.00 MB
NUMBER OF ARCHIVES : 0

ARCHIVE PATH . lopt/backup/ acctg /archived_wals
ARCHIVE COMMAND : cp %p /opt/backup/ acctg /archived _wals/%f
XLOG METHOD : fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(S) :
INCREMENTAL BACKUP : DISABLED
DESCRIPTION o Accounting

4.2.4 Using Tablespaces

If the database cluster contains wdefined tablespaces (that is, tablespaceatel with
the CREATE TABLESPACEommand)notethe following:

1 Eitherthe tar(- Ft ) or plain text { F p ) backup file format may be used for full
backupswith theBACKUPsubcommandThe plain text{F p ) backup file format
must be used for incrementaldsaps.

1 Transaction logtreamingxlog_method = stream in the BART
configuration file)for takingfull backupswith pg_basebackup canbe useds
long asthe- F p option isspecified with the8ACKUPsubcommandThus,
transactioriog streaming can be used database clusters containing udefined
tablespaces.

If the particuladatabase clustgou plan to back up contaiteblespaces created by the
CREATE TABLESPACEOommand, be sutte set theablespace_path parametem
the BART configuration fildbeforeyou perform a BARTRESTORBperation.

Thetablespace_path parameter specifies the directory @t which you want the
tablespaceto be restored.

Thetablespace_path parameter takes the following format:

OID_1=tablespace_path_1 ; OID_2=tablespace_path_2
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OD_1,0b2, €é are the Object I denti the@bsof of t he
the tablespaces and theorrespondingoftlinks to thedirectoriesby listing the contents

of thePOSTGRES_INSTALL_HOMd&ata/pg_tblspc subdirectory as shown ingh

following example:

[root@localhost pg_tblspc]# pwd

lopt/PostgresPlus/ 9.5AS /data/pg_tblspc

[root@localhost pg_tblspc]# Is -1

total O

Invxrwxrwx 1 enterprisedb enterprisedb 17 Aug 22 16:38 16644 - > /mnt/tablespace_1
Invxrwxrwx 1 enterprisedb enterprisedb 1 7 Aug 22 16:38 16645 - > /mnt/tablespace_2

The OIDs ard6644 and16645 to directoriegmnt/tablespace_1 and
/mnt/tablespace_2 , respectivelylf you later wish to restore the tablespaces to the
same locatiosas indicated in the preceding example, the BARMfiguration file must
contain the following entry:

[ ACCTG

host = 127.0.0.1

port = 5444

user = enterprisedb

cluster_owner = enterprisedb

tablespace_path = 16644=/mnt/tablespace_1;16645=/mnt/tablespace_2
description =" Accounting

If you wishto restorelie tablespaces thff erent locations, specify the new directory
locatiorsin thetablespace_path parameter.

In either casgthe directories specified in tietblespace_path parameter must exist
and be empty at the time you perform the BARESTORBperaton.

If the database server is running on a remote (ffosther words you are also using the
remote_host configuration parameter or will specify theremote - host option with
theRESTORBuUbcommand}the specified tablespace directonmeagst exist on the
specifiedremote host.

The directories mudie owned by the user accowvith which you intend to start the
database server (typically the Postgres user acceiththoaccess by other users or
groupsas isrequred for the directory path to which the mé&ill backupis to be
restored

Example

The following s an example of backing up and then restoring a database oluster
remote hosthat includes tablespaces.

Note: This example emphasizes the steps that are affected by tablespace usage. See

Chapters for the complete process required for backing up and restoring a database
cluster.
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On an Advanced Server database running on a remote host, the following tablespaces are

created and used by two tables:

edb=# CREATE TABLESPACE tblspc_1 LOCATION ‘/mnt/tablespace_1";
CREATE TABLESPACE
edb=# CREATE TABLESPACE tbispc_2 LOCATION ‘/mnt/tablespace_2";
CREATE TABLESPACE
edb=# \db
List of tablespaces
Name | Owner | Location

pg_default | enterprisedb |

pg_global | enterprisedb |

tblspc_1 | enterprisedb | /mnt/tablespace_1

tblspc_2 | enterprisedb | /mnt/tablespace_2
(4 rows)

edb=# CREATE TABLE tbl_tbilspc_1 (c1 TEXT) TABLESPACE tblspc_1;
CREATETABLE
edb=# CREATE TABLE tbl_tbilspc_2 (c1 TEXT) TABLESPACE tblspc_2;
CREATE TABLE
edb=# \d tbl_tblspc_1
Table "enterprisedb.tbl_tblspc_1"

Column | Type | Modifiers

cl |text|
Tablespace: "tblspc_1"

edb=# \d tbl_tblspc 2
Table "enterprisedb.tbl_tblspc_2"
Column | Type | Modifiers
cl |text|
Tablespace: "tblspc_2"

The following shows the OIDs assigned to the tablespaces and the symbolic links to the
tablespace directories:

-bash-4.1$ pwd

/opt/PostgresPlus/9. 5AS/data/pg_tblspc

-bash-4.1$Is -1

total O

Irwxrwxrwx 1 enterprisedb enterprisedb 17 Nov 16 16:17 16587 - > /mnt/tablespace_1
Irwxrwxrwx 1 enterprisedb enterprisedb 17 Nov 16 16:17 16588 - > /mnt/tablespace_2

The BART configuratioriile contains the following settingslote ttat the
tablespace_path parametedoesnot have to be set at this point.

[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
logfil e = /tmp/bart.log

scanner_logdfile = /tmp/bart_scanner.log

[ ACCTG

host = 192.168.2.24

port = 5444

user = repuser

cluster_owner = enterprisedb
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remote_host = enterprisedb@192.168.2.24
tablespace_path =
description =" Accounting

After the necessary configation steps described in this chapter are performed so BART
can maage the remotdatabaseserver afull backup is taken. See Chapbdor the
preparation steps and action for takingfile backup.

- bash - 4.1$ bart BACKUP  -s acctg

INFO: creating backup for server ' acctg
INFO: backup identifier;: '1447709811516'
54521/54521 kB (100%), 3/3 tablespaces

INFO: backup completed successfully
INFO: backup checksum: 594f69fe7d26af991d4173d3823e174f of 16587.tar
INFO: backup che cksum: 7a5507567729a21c98a15¢948ff6¢015 of base.tar
INFO: backup checksum: ae8c62604c409635c9d9e82b29cc0399 of 16588.tar
INFO:
BACKUP DETAILS:
BACKUP STATUS: active
BACKUP IDENTIFIER: 1447709811516
BACKUP NAME: none
BACKUP LOCATION: /opt/backup/ acctg /14 47709811516
BACKUP SIZE: 53.25 MB
BACKUP FORMAT: tar
XLOG METHOD: fetch
BACKUP CHECKSUM(s): 3
ChkSum File
594f69fe7d26af991d4173d3823e174f 16587.tar
7a5507567729a21c98a15c948ff6c015 base.tar
ae8c62604c409635c 9d9e82b29cc0399 16588.tar

TABLESPACE(s): 2

Oid Name Location

16587 tblspc_1 /mnt/tablespace_1
16588 tblspc_2 /mnt/tablespace_2

START WAL LOCATION: 00000001000000000000000F
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2015 -11-16 16:36:51 EST

STOP TIME: 2015 -11-16 16:36:52 EST

TOTAL DURATION: 1 sec(s)

Note in the output from the preceding example that checksums are generated for the
tablespaces as well as thdl backup.

Within the backupsuldirectory1447 709811516 of the BART backup cataloghe
tablespace data is stored with file narh@s87 .tar.gz  and16588 .tar.gz  as shown
by the following:

- bash - 4.1$ pwd
/opt/backup/  acctg

-bash-4.1$1s -1

total 8

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 16:36 1447709811516
drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 16:43 archived_wals
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- bash-4.1$ Is -11447709811516

total 54536

-rw-rw-r-- 1 enterprisedb enterprisedb 19968 Nov 16 16:36 16587.tar

-rw-rw-r-- 1 enterprisedb enterprisedb 19968 Nov 16 16 :36 16588.tar

-rw-rw-r-- 1 enterprisedb enterprisedb 949 Nov 16 17:05 backupinfo
-rw-rw-r-- 1 enterprisedb enterprisedb 55792640 Nov 16 16:36 base.tar

When you are ready to restore the backup, in addition to creating the directory to which
the main dtabase cluster is to be restored, prepare the directories to which the
tablespaces are to be restored.

On the remote host, directoriegpt/restore_tblspc_1 and

lopt/restore_tblspc_2 are created and assigned the proper ownership and
permissions as shown liye following. The main database cluster is to be restored to
/opt/restore

[root@localhost opt]# mkdir restore_tblspc_1
[root@localhost opt]# chown enterprisedb restore_tblspc_1
[root@localhost opt]# chgrp enterprisedb restore_tblspc_1
[root@localhost op tJ# chmod 700 restore_tblspc_1
[root@localhost opt]# mkdir restore_tblspc_2
[root@localhost opt]# chown enterprisedb restore_tblspc_2
[root@localhost opt]# chgrp enterprisedb restore_tblspc_2
[root@localhost opt]# chmod 700 restore_tblspc_2

[root@localhost optJ# Is -

total 20

drwxr -xr - x 3 root daemon 4096 Nov 10 15:38 PostgresPlus

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 17:40 restore

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 17:40 restore_tblspc_1
drwx ------ 2 enterpri sedb enterprisedb 4096 Nov 16 17:41 restore_tblspc_2

drwxr - xr - x. 2 root root 4096 Nov 22 2013 rh

Setthetablespace_path parameter in the BART configuration file to spedifig
tablespace directories.

Also note that the remote host useddP address are specified by thmote_host
configuration parameter.

[ ACCTG

host = 192.168.2.24

port = 5444

user = repuser

cluster_owner = enterprisedb

remote_host = enterprisedb@192.168.2.24

tablespace_path = 16587=/opt/restore_tblspc_1;16588=/opt/res tore_tblspc_2
description =" Accounting

The following showsnvocation ofthe RESTOREBubcommand:

- bash - 4.1$ bart RESTORE  -s acctg -i1447709811516 - p /opt/restore
INFO: restoring backup '1447709811516' of server ' acctg '
INFO: restoring backup to enterp risedb@192.168.2.24:/opt/restore
INFO: base backup restored

INFO: archiving is disabled

INFO: tablespace(s) restored
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The following shows the restordall backup includng the restored tablespaces

bash - 4.1$ pwd

/opt

-bash-4.1$1s  -|restore

total 104

- W ==~ 1 enterprisedb enterprisedb 206 Nov 16 16:36 backup_label.old

drwx ------ 6 enterprisedb enterprisedb 4096 Nov 10 15:38 base

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 17:46 global

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15 :38 pg_clog

- W ------- 1 enterprisedb enterprisedb 4438 Nov 10 16:23 pg_hba.conf

- W ==~ 1 enterprisedb enterprisedb 1636 Nov 10 15:38 pg_ident.conf

drwxr - xr - x 2 enterprisedb enterprisedb 4096 Nov 16 17:45 pg_log

drwx ------ 4 enterprisedb enterprised b 4096 Nov 10 15:38 pg_multixact

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 17:45 pg_notify

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_serial

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_snapshots

drwx ------ 2 en terprisedb enterprisedb 4096 Nov 16 17:47 pg_stat

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 17:47 pg_stat_tmp

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_subtrans

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 16 17:42 pg_tbls pc
drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_twophase

- W ------- 1 enterprisedb enterprisedb 4 Nov 10 15:38 PG_VERSION

drwx ------ 3 enterprisedb enterprisedb 4096 Nov 16 17:47 pg_xlog

- W ------- 1 enterprisedb enterprisedb 23906 Nov 16 17:42 postgresql.conf
- TW ------- 1 enterprisedb enterprisedb 61 Nov 16 17:45 postmaster.opts

- bash-4.1%

-bash-4.1%Is - | restore_tblspc_1

total 4

drwx ------ 3 enterprisedb enterprisedb 4096 Nov 16 16:18 PG_9. 5201306121
-bash-4.1%Is - | restore_thl spc_2

total 4

drwx ------ 3 enterprisedb enterprisedb 4096 Nov 16 16:18 PG_09. 5201306121

The symbolic links in theg_tblspc  subdirectory point to the restored directory

location:

bash - 4.1$ pwd
/opt/restore/pg_tblspc

-bash-4.1%Is -1

total O

Inwxrwxrwx 1 e nterprisedb enterprisedb 21 Nov 16 17:42 16587 - > [opt/restore_tblspc_1
Irwxrwxrwx 1 enterprisedb enterprisedb 21 Nov 16 17:42 16588 - > Jopt/restore_tblspc_2

Queries withinpsgl also show the restored tablespaces:

edb=# \db
List of tablesp aces
Name | Owner | Location

pg_default | enterprisedb |

pg_global | enterprisedb |

tblspc_1 | enterprisedb | /opt/restore_tblspc_1

tblspc_2 | enterprisedb | /opt/re store_tblspc_2
(4 rows)
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4.2.5 Adding a Database Server to the BART Configuration File

In order for BART to manage thmackup and recovery ofdatabase server, there must
be an entry for it in theerver section of thBART configuration file.

The following paameters apply to the database seriretee server section

1 [ServerName] Identifies an entryor a database serverthe server section of
the configuration fileThis is the name by which you refer to the database server
using BART. The name is casgsensitive when referenced with BART
subcommand options. A lowercase conversion of this name is used to create a
subdirectory in the BART backup catalog for storing the backups and WAL files
for this database server. This parameter is required.

1 backup_name Template fouserdefined friendly namesto be asgjned to the
backups of thelatabase servefhe template is an alphanumeric string that may
includethe following variables to be substitutéy thetimestampvalueswhen
the backup is taken: Yyear T 4-digit year, 2%monthi 2-digit month, 3%day
T 2-digit day, 4)%hour T 2-digit hour, 5)%minute T 2-digit minute, and 6)
%second T 2-digit secondTo include the percent sigfg(as a character in the
backup name, specibg%n the templateDo not endose theemplatestring in
guoteseven if you want the template to include space charac#rsrwise the
enclosing gotes are stored aart of the backup namése of space characterns
the backup namdowever, then requires enclosing the backup narmgaotes
when referenced with the option by BART subcommand$he maximum
permited length of backup names is é®aractersThis parameter can be
overridden by the- backup - name option of theBACKUPsubcommandf this
parameter i@mittedfrom the BART configuration file and the- backup - name
optionwith a userdefinedname is not specified with tlBACKUPsubcommand,
then thebackup can only be referesttin BART subcommandsy theBART
assignedintegerbackup identifier.

1 host IP address of theadabase server to be configured for backup. This
parameter is required.

1 port. Port number identifying the database server instaheg i§ the relevant
database cluster) to be backed up. This parameter is optional. If omitted, the
default is port 5444.

1 user. Replication @tabase user name used by BARY to establish the
connection to the database seffeerfull backups?) to set the Postgres
archive_command configuration parametavhen running théNIT
subcommandd) to takeincremental backupd his database user must be a
superusermNote: While running as the BART user account, the connection to the
database server using this database user must not prompt for a password. Also, the
pg_hba.conf file must contain a replication connection entry for thasabase
user name. See Sectidr?.2for more information. This parameter is required.

9 archive_command This is the BARTarchive_command parameterThe
content and variables specified in the BA&Ehive_command result inthe
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archive commandtringto be generated into the Postgaeshive_command
configuration parameten thepostgresgl.auto.conf file when thelNIT
subcommand is uselNote that this BART archive_command parameter in
the BART configuration file and the Postges archive_command parameter
in the postgresgl.conf fileand the postgresql.auto.conf file refer to two
separate, distinctparameters that areto be set in different manners and have
different resulting outcomes. Be sure to carefullyobservethe distinction
betweenthe BART archive_command and the Postgres archive_command
when configuring these parametersaccording to the instructions The
following information applie®nly to the BARTarchive_command parameter.
Enclose the command strimgthin single quags ( ). Even if the
archive_command parameter i®@mitted,it still results in its usage by theIT
subcommand as if it were actually specified with a settingcpfop

%h:%a/%f' . Variables are the followind) %pi pathof the file to archivaused
by the Postgres archiving process,%hi replaced by theart_host parameter
setting, 3Poai replaced by the BART archive path, and)i archived file
name used by the Postgres archiving process. See S&&idr2for additional
information.

1 cluster_owner. Linux operating systerser accourthat ownghe database
cluster.This is typicallyenterprisedb ~ for Advanced Server database clusters
installed in the mode compatible with Oracle databasemstgres for
PostgreSQL dabase clusters and for Advanced Server database clusters installed
in the mode compatible with PostgreSQL databala@s. parameter is required.

1 remote_host IP address of the remote server to which a backup is to be restored.
The value for this parametsiust be specified in the form
remote_user @emote_host_address whereremote_user istheuser
account on the target database server host that accepts a pdese&@8H/SCP
login connectiorirom the BART user accourdnd is the owner of the directory
wherethe backup is to be restoredmote_host_address is the IP address of
the remote host. For restoring a backup to a remoteohdst restoring any
backup whereemote_user and the BART user account are not the same Jusers
either this parameter must bet,sor it may be specifiedith the- r option with
the BARTRESTOREBuUbcommand.

1 tablespace_pathPaths to which tablespaces toée restoredpecifiedin
formatOID=tablespace_path ; OlD=tablespace_path € Ithé backup is
to be restored to a remote hostlsas specified btheremote_host  parameter,
then the tablespace paths must exist on the remote host. This parameter is
optional.

1 retention_policy. Determines whenraactivebackup should be marked as
obsolete, and hence, be a candidate for deletionsdttiag can be either
max_number BACKUP$Smax_number DAYS max_number WEEKSOr
max_number MONTHSvheremax_number is a positive integer. If all of the
keywordsBACKUPSDAY S WEEKSandMONTH®re omitted, the specified integer
is interpreted asmax_number BACKUPSy default. The setting of the
retention_policy parameter in the server section of the BART configuration
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file overrides the setting oétention_policy in the global section. If omitted

in the server section, the settingretention_policy in the global section is
used. If thaetention_policy parameter is not specified in either section, then
no additionalbackups are marked as obsoleteen theMANAGEubcommand is
used See Sectiob.2for information on managinigackups using a retention
policy.

1 xlog_method Determines how the transaction log is collected during execution
of pg_basebackup through theBACKUPsubcommand. Set tetch to collect
the transaction log files after the backup has compl&ettostream to stream
the transaction log in parallel with thal backup creationlf stream is usedthe
max_wal_senders configuration parameter in thp@stgresql.conf file for
this database serverust account for an additional session fordtireaming of
the tansaction log(that is, the setting must be a minimun2dfThe setting of
thexlog_method parametem theserver section of the BART configuration file
overrides the setting afog_method in the global sectianf omittedin the
server section, the gimg of xlog_method in the global section is used. If the
xlog_method parameter is not specified in either sectithie default isetch

1 wal_compressionEnables the compression of archived WAL files in the BART
backup catalog when tdANAGBubcommands invoked. Set tenabled to
compress the archived WALS files in gzip format. Seti¢abled to leave the
files uncompressedNote: The gzip compression program must be in the BART
user a PATH NotetCongpression of archived WAL files is not petted
for database servers on which incremental backups are to beTakesetting of
thewal_compression  parameter in the server section of the BART
configuration file overrides the settingwél_compression in the global
section. If omitted in the seev section, the setting @fal_compression in the
global section is used. If thveal_compression  parameter is not specified in
either section, the defaultdésabled . See Sectioh.4.7for information on
using theMANAGBubcanmand for WAL compression

1 copy_wals_during_restore Determines how the archived WAL files are
collected when invoking theESTOREBubcommand. Set enabled to copy the
archived WAL files from the BART backup catalog to the
restore_path  /archived_wals directory prior to the database server archive
recovery. Set tdisabled to retrieve the archived WAL files directly from the
BART backup catalog during the database server archive reciverBART
generatedestore_command parameter in theecovery.conf file reflects
which of the two options is usel the RESTORBubcommand is invoked with
the- c option, then the archived WAL files are copied from the BART backup
catalog to theestore_path  /archived_wals directory, thus overriding any
setting of thecopy_w als_during_restore parameter in the BART
configuration file. If theRESTORBulcommand is invoked without the option,
then the following determines how the archived WAL files are restditesl:
setting of thecopy_wals_during_restore parameter in the segr section of
the BART configuration file overrides the setting of
copy_wals_during_restore in the global seadn. If omitted in the server
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section, the setting @bpy_wals_during_restore in the global section is
used. If thecopy_wals_during_restore patameter is noéexplicitly setin
either section, the defaultdésabled . See Sectiob.4.8for additional
information.

1 allow_incremental backups. Enables usage of the WAL scanner for incremental
backupsPermits taking of an sremental backup when tB&ACKUPsubcommand
is invokedwith the- - parent option Set toenabled to permit incremental
backups. Set tdisabled to disallow incremental backups and thus permit only
full backups If theallow_incremental_ backup s parameter isiot specified,
the default iglisabled . See Sectiob.4.3for information on using thBACKUP
subcommand for taking incremental backupse Sectio®.5for information on
running the WAL scanneBee Sectior2.2for general information on incremental
backups.

1 thread_count Specifies the number @forkerthreadsor copying blocks from
the database server to the BART backup catalog wheBAgUPsubcommand
is invoked fo incremental backup3.he same approach applies to full backups
wherethe worker threads coplata files from the database server toBARRT
backupcatalog.The same set of processasused for the compression operation
when taking full backup# orde to provide parallel, compressed backups when
theBACKUPsubcommand is specified with the or - ¢ options. Note: The
compressiomperationdoes not apply to incremental backujpshe BACKUP
subcommand is invoked with thethread - count option, then th@umber of
worker threads specified by this option overrides any setting of the
thread_count  parameter in the BART configuration file. If tBACKUP
subcommand is invoked without thethread - count option, then the
following determines the number of workereads usedfhe setting of the
thread_count  parameter in the server section of the BART configuration file
overrides the setting dfiread_count  in the global section. If omitted in the
server section, the settingtbfead_count  in the global sectiorsiused. If the
thread_count  parameter is not specified in either section, the defatlt is
Note: When taking a full backup, if the thread count in effect is antyen the
pg_basebackup utility is used to take the full backwmless the- no-
pg_baseback up option is specified with thBACKUPsubcommand

1 batch_size Specifies theaumber of blocks omemory used for copying modified
blocks fran the database serverthe BART backup catalog when tRACKUP
subcommand igwoked for incremental backu@sachblock is 8192 bytesThe
maximum permitted value 31072 (131072 * 8192 = T5B). The minimum
permitted valeis 1 (1 * 8192 = 8192 bytesReduce the setting if the server
complains that it has run out of memory while executing
pg_read_binary_file() . The setting of thdatch_size  parameter in the
server section of the BART configuration file overrides the setting of
batch_size in the global section. If omitted in the server section, the setting of
batch_size in the global section is used. If thatch_si ze parameter is not
specified ineither sectionthe defaulvalue 0f49142 (49142 * 8192 =3/8 GB) is
used
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1 scan_interval Specifies the number gkconds before forcing asstof the WAL
files in thearchive directoryf the BART backup catalodhe seting of the
scan_interval parameter in the server section of the BART configuration file
overrides the setting atan_interval in the global section. If omitted in the
server section, the setting @fan_interval in the global section is used. If the
scan_interval  parameter is not specified @ither section, the default value of
0 is used, which means no bridtece scanning will be started

1 description. Description of the database server. This parameter is optional.

Edit the BART configuration file and ddan entry for each database server.

The following is an example of three database servers:

[ ACCTG

host = 127.0.0.1

port = 5444

user = enterprisedb

cluster_owner = enterprisedb
backup_name = acctg _%year - %month- %dayT%hour:%minute:%second
archive_command = ‘'cp %op %a/%f
allow_incremental _ backup s = enabled
retention_policy = 8 BACKUPS

description =" Accounting

[ MKTG

host = 192.168.2.24

port = 5444

user = repuser

cluster_owner = enterprisedb
remote_host = ente rprisedb@192.168.2.24
allow_incremental _ backup s = enabled
description =" Marketing

[HR

host = 127.0.0.1

port = 5432

user = postgres

cluster_owner = postgres
retention_policy = 4 DAYS

description =" Human Resources "

The following is an example of a colefe BART configuration file:

#[BART] # Global section, must be named BART. Settings in this section are
# valid for all servers.
#bart _host= [USERNAME[@HOST # Required. USER name and IP address of the host
# where BART utilit vy resides.
#backup_path = PATH  # Required. The path where all of the backups will be stored.
#pg_basebackup_path = PATH  # Required. The path to pg_basebackup binary.
#xlog _method = [fetch | stream] # Optional. Defaults to fetch.
#retention_policy= [BACKUPS | DAYS | WEEKS | MONTHS] # Optional.
# keep backups for desired duration.
#logfile = PATH # Optional. The path to a file for logging purposes.
#scanner_ logfile = PATH # Optional. The path to a file for bart - scanner logging
# purposes.
#wal_compression= [enabled | disabled]  # Optional. Defaults to disabled.
# (enables gzip compression. gzip must be in the path).
#copy_wals_during_restore = [ena bled | disabled] # Optional. Defaults to disabled.
# Copy WALs to archived_wals directory inside restore location.
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#thread_count = 1 # Optional. Defaults to 1. Number of threads used to copy
# blocks .
#batch_size = 49142 # Optional. Maximum number of blocks to harvest in one query.
# Default is 3/8GB - reduce if server complains that it has
# run out of memory while executing pg_read_binary_file()
#scan_interval = 0 # Optional. Number of seconds, after which a brute - force

# scan will start.

#[ServerName] # Server Name.
#backup _name = NAME # Optional. Specifies friendly name for the backups.
# This NAME can contain %variables that will be replaced with
# appropriat e values at the time of backup.
# Following %variables are supported.
# (%% will be replaced with %).
# %year - 4 digit year
# %month - 2 digit month
# %day - 2 digitday of month
# %hour - 2 digit hour

# %minute - 2 digit minutes
# %second - 2 digit seconds.

#host = HOST # Required. IP address of the server being configured
# for backup.

#user =  <dbuser> # Required. Database user name.

#port = PORT # Optional. Defaults t 0 5444.

#archive_command = CMD # Optional. i.e 'scp %p %h:%a/%f command to be used for
# archiving. This supports two format specifiers %h and %a
# %h will be replaced with bart _host by the utility.
# %a will be replaced with archive path by the utility.
# other identifiers are left alone to be utilized by server
# such as %f and %p

#cluster_  owner =USER  # Required. Owner of database c luster.
#remote _host = USER@HOST # Optional.
# IP address of the se rver on which given backup will

# be restored.
#tablespace_path = [OID=PATH];[OID=PATH];...

# Optional. path to di rectory wher e table - spaces will
# be restored
# (if the remote _host is provided then this path should
# be valid
# on that server).
#xlog _method = [fetch | stre am] # Optional. Defaults to fetch.

#retention_policy= [BACKUPS | DAYS | WEEKS | MONTHS] # Optional.

# keep backups for desired duration.
#wal_compression= [enabled | disabled]  # Optional. Defaults to disabled.

# (enables gzip compression. gzip must be in the path).
#copy_wals_during_restore = [enabled | disabled] # Optional. Defaults to disabled.

# Copy WALs to archived_wals directory inside restore location.

#allow_increment  al_backups = [enabled | disabled] # Optional. Defaults to disabled.
# Can take incremental backups. (PG 9.5+ only).
# bart - scanner will only work when this is enabled.
#thread_count = 1 # Optional. Defa ults to 1. Number of threads used to copy
# blocks.
#description = # Optional. description of the server.
#batch_size = 49142 # Optional. Maximum number of blocks to harvest in one query.
# Defau It is 3/8GB - reduce if server complains that it has
# run out of memory while executing pg_read_binary_file()
#scan_interval = 0 # Optional. Number of seconds, after which a brute - force
# scan will star t.
[BART]

bart_ host= enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebac kup_path = /opt/PostgresPlus/9.5 AS/bin/pg_basebackup
logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

[ ACCTG

host =127.0.0.1

port = 5444

user = enterprise db
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cluster_owner = enterprisedb

backup _name =acctg _%year - %omonth- %dayT%hour:%minute:%second
archive_command = 'cp %p %a/%f"

retention_policy = 8 BACKUPS

description =" Accounting "

[ MKTG

host = 192.168.2.24

port = 5444

user = repuser

cluster_owner =enter prisedb
remote _host = enterprisedb@192.168.2.24
description =" Marketing

[HR

host = 127.0.0.1

port = 5432

user = postgres

cluster_owner = postgres
retention_policy = 4 DAYS

description =" Human Resources "

Once you have the BART host and the databaserseconfigured, you can start using
BART as described in Chapter
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5 Operation

This chapter dscribes how to perforfmackup and recovery management operations
using BART.

il
il
1

il
il

Section5.1 presents an oveiew of the BART management process.
Section5.2describes managing backups using a retention policy.
Section5.3describes the basic usage of the BART comntimedporogramand its
subcommands.

Sedion 5.4 provides aescription of each BART subcommand.
Section5.5describes usage of tBART WAL scanner.

Review these sections beforepeeding with any BART operation

5.1

BART Management Overvie w

After performing the configuration process describe@hapted, you can begithe
BART backup and reca&ry management process

First,

1.

perform the following steps:

Run theCHECK CONFIGsubcommand without thes option. Wherusedwithout
specifying a server with thes option, the CHECK CONFIGsubcommand checks
the parameters in the global section of the BART configuration file.

If you have not already done so, run IR&I subcommand to finisbreation of

the BART backup calog which results ithe complete directory structure to
which backups an@/AL files are saved. This step must be done before restarting
the database sengewith enabled WAL archivingotherwise theopy operation in
thearchive_command parameter ofhepostgresgl.conf file or the
postgresql.auto.conf file fails due to the absence of the target archive
directory When the diredry structure is complete, the lowest lesebdirectory
namedserver_name /archived_wals , referred to as tharchive pathshout
existfor each database server.

. Start the Postgres database servers with archiving enabled. Verify that the WAL

files areappearing irtheserver_name /archived_wals archive path$or each
database servgThe archiving frequency is dependent upon other

postgresql.conf configuration parametersQheck the Postgres database server
log files to ensure there are no archiving errArshiving should be operational
beforetakinga backup in order to ensure that the WAL fillest may becreated
during the bakup processare archived.
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If you intend to takencremental backupghen start the WAL scanner. Since the
WAL scanner processes the WAL files copied toatehive pathin the BART
backup catalog, it is advantageous to commence the WAL scanning asdben a
WAL files begin to appear in the BART backup catalog in orddseep the
scanning in pace with the WAL archiving.

Run the BARTCHECK CONFIGsubcommand for each ddase servewith the- s
optionspecifying the server namehis ensures thedatabaseserver has been
properly configured for taking backups.

Create dull backup for each database server. fillebackup establishes the
starting poinof whenpointin-time recovery can begisnd also establishes the
initial parent backup for any incremehbackups to be taken

There are now a number of otHART management processes you may perform:

1

)l
T
T

Verify the checksum of thiall backups using théERIFY- CHKSUM
subcommand.

Display database server information with 8#OWSERVERSubcommand.
Display backp information with the6sHOWBACKUPSubcommand.

Perform theBACKUPsubcommand to create additiofidl backupsor
incrementabackups.

Compress the archived WAL filés the BART backup catalog by enabling WAL
compressiomn the BART configuration file @d then invoking th&1ANAGE
subcommand.

Determine and set the retention policy for backups in the BART configuration
file.

Establish the procedure for using MaNAGEBubcommand to enforce the
retention policy for backups. This may include usingngobsto schedulghe
MANAGBubcommand

The following are the steps to perform a pemtime recovery operation for a database
cluster:

1.

Shut down the databasenger using the appropriate methsgch aservice
ppas - X. X stop , systemctl stop edb -as- X. X,
POST®RES _INSTALL_HOMMBin/pg_ctl stop 1 D data_directory , etc.

Decide if you want to restore the databalsister and tablespace files a) to new,
empty directories; or b) tieeuse the existindatabase cluster directories. For option
(a), create the nedirectoies withthe appropriate directoigwnership and
permissionskor option (b) delete all the files and subdiredts in the existing
directories, but it istronglyrecommended that yauake a copyf this databefore
deleting it Be sure to save amgcent WAL files in thepg_xlog subdirectory that
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have not been archived to the BART backup catalog
server_name /archived wals subdirectory.

3. Run the BARTSHOWBACKUPS-s server_ name subcommand to list the
backup IDsand backup names of the backupstf& databse server. You will
need to supplyhe appropriate backup 1@ backup namwith the BART
RESTORBubcommandinless you intend to restore the most recent backup in
which case thei optionof theRESTORBubcommandor specifying the backup
ID or backupname may be omitted

4. Run the BARTRESTORBuUbcommand with the appropriate optiohise backup is
restored to the directory specified by the restore_path  option. In additionif
theRESTOREBuUbcommandc option is specified or if the enabled setting @& th
copy_wals_during_restore BART configuration parameter is applicable to
the database server, thiaerequired archived WAL files from the BART backup
catalog are copied to thestore_path  /archived_wals subdirectoryNote:

Be sure theestore_path ~ diredory and its subdirectories and files are owned by
the proper Postgres user account (for exanepkesprisedb  or postgres ).

Also be sure that only the Postgres user account has access permission to the
restore_path  directory. Make the appropriate adjustiteewhere needed such as
with the commandshown - R enterprisedb:enterprisedb

restore_path orchmod 700 restore_path

5. Copy any saved WAL fileBom Step Zhat were not archived to the BART
backup catalog to thestore_path  /pg_xlog subdirectory.

6. If generaed for pointin-time recovery, verifyhat therecovery.conf file
created in thelirectoryspecified with the(RESTORBE ub c o mm@and 6 s
restore_path  optionwas generated with the correetovery parameter settings.
Note thatif the RESTORBultommand c option is specified or if thenabled
setting of thecopy_wals_during_restore BART configuration parameter is
applicable to the database server, tenestore_command parameteretrieves
the archived WAL files from theestore_path  /archived_wals subdirecbry
that was created by tlRESTOREBuUbcommangotherwise theestore_command
retrieves the archived WAL files from the BART backup catalog

7. The BARTRESTORBuUbcommand disables WAL archiving in the restored
database clustelf. you want to immediatglendle WAL archiving, modify the
postgresql.conf file by deleting thearchive_mode = off parameter that
BART appendso the end of the file.

8. Start the database server, which will then perform the jioititne recovery
operationif a recovery.conf file was geerated

SeeSection5.4for a detailed descriptioof the BART subcommands
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5.2 Managing Backups Using a Retention Policy

Over the course of time when using BART, the number of backups can grow
significantly. This ultimately lead® a large consumption of disk space unless an
administrator periodically performs the process of deleting the oldest backups that are no
longer needed.

This process of determining when a backup is old enough to be deleted and then actually
deleting suclibackups can baccomplished and eventually automateth the following
basic steps:

1. Determine and setretention polig in the BART configuration fileA retention
policyis a rulethat determingwhen a backup is considered obsol&tee retention
policy can be applied globally to all servésee Sectiod.l), buteach server can
override the global retention policy with its o\{see Sectiod.2.5.

2. Usethe MANAGBubcommandb categorize andtharage backups aoeding to the
retention policy Such functionality includes determining whiabtivebackups
should beconsidered obsoletd this current point in time, selecting backups to
keep indefinitely, and physically deleting obsolete backWisnan obsolete
backup is deleted, itsalbkuptaken with theBACKUPsub@mmand along with that
b a ¢ k arghibesl WAL files are deleted.

3. Once the retention policidsmvebeen determined anerified you cancreate a
cron job to periodically run thlANAGBub@mmand teevaluate the backups and
thenlist and/or delet¢he obsolete backups.

There is aifferenceon how retention policy management appt@scremental backups
as comparetb full backups

SeeSection5.25 on how retation policy management applied to full backups affects
incremental backups.

The following sections describe how retention policy managegardrallyappliesto
backupsand its specific usage and effectfah backups

1 Section5.2.1provides an overview of the terminology and types of retention
policies.

1 Section5.2.2describes the concept of marking the status of backups according to

the retention policy.

Section5.2.3 describes setting the different types of retention policies.

Section5.2.4describes the process of managing the backups such as marking the

backup status, keeping selected backups indefinitely, listing obsolete backups, and

deleting obsolete backups.

= =
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Note: The examples shown in the previously listed sections were generated with BART
version 1.1. The retention policy management process is the same for the current BART
version, however the displayed output of #OWBACKUPSNdSHOWSERVERS
subcommands now include a few additional fields that do not influence the retention

policy.
5.2.1 Overview

TheBART retention policy rsults inthe categorization afach backun one of three
statuse$ active obsolete andkeep

1 Active. Thebackup satisfies the retention policy applicable to itgeseSuch
backups would be considered necessary to ensure the recovery safety for the
server and thus should be retained.

1 Obsolete The backup does not satisfy the retention policy applicable tever.
The backup is no longer considered necessary for the recovery safety of the server
and thus can be deleted.

1 Keep. The backup is to be retained regardless of ttemtien policy applicable to
its server. The backup is considered vital to the veppsafety for the server and
thus should not be deleted for an indefinite period of time.

There are two types of retention policies:

1 Redundancy Retention Policy Theredundancy retention poliaglies on a
specified maximum number of most recent backupsetain for a given server.
When the number of backups exceeds that maximum number, the oldest backups
are considered obsolete (except for backups marked as Beeppn5.2.3.1
describes this type of retention policy.

1 Rewmvery Window Retention Policy. Therecovery window retention policy
relies on a time frame (the recovery window) for when a backup should be
considered active. The boundaries defining the recovery window are the current
date/time(the ending boundary ofétrecovery window) and thaate/timegoing
back in the past for a specified length of time (the starting boundary of the
recovery window). If thelate/timethe backup was taken is within the recovery
window (that is, the backugate/timeis on or after thatartingdate/time of the
recovery window, then the backup is considered active, otherwise it is considered
obsolete (except for backups marked as keggntion5.2.3.2describes this type
of retention policy.

Thus, for thaecovery window retention poligyhe recovery window time frame
dynamically shifts so the end of the recovery window is always the culaggitime
when theMANAGEubcommand is run. As you run tiNAGBubcommand at future
points in time, the startingoundary of the recovery window moves forward in time.
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At some future point, the date/time of when a backup was taken will be earlier than the

starting boundary of the recovery window.

then be considered obsdet

You can see the starting boundary of the recovery window at any point in time by
running theSHOWSERVERSubcommand. ThRETENTION POLICY field of theSHOW
SERVERSubcommand displays the startingundary of the recovery window

5.2.2 Marking the Backup Sta tus

When a backup is initially created with tRACKUPsubcommad, it is alwaysecorded
with active status.

It is only by usinghe MANAGBubcommanet a particular point in timehatactive
backups are evaluatéa determine itheir statusshould be canged tabsoletan
accodance with the retention policy

In addition, it is only when theIANAGEBubcommand is invokesither with nooptions or
with only the- s option (in order to specify the database sertr&)activebackups are
evaluated and alsoarked(that is, internally recort by BART) a®bsolete See
Section5.4.7for information on theANAGBubcommandisagewith its options.

Once a backup has been marked as ebsgat cannot be changed back to active unless
you perform the following steps

1 Usingthe MANAGBubcommand, specify the option along with the backup
identifier or name with thei option. If you wish to keep this patilar backup
indefinitely, use c keep , otherwise usec nokeep .

1 If you usedhe- c nokeep option, the backup status is changeaickto active.

The next timehe MANAGBubcommands usedthe backup ise-evaluate to
determine if its status negtb be changetlack toobsolete based upon the current
retention policy in the BART cdiguration file.

Note that if theetention_policy parameter is set in a certain manner, you run the
MANAGEBubcommand to mark the backups according toréiexdtion_policy

setting, and then you change or disabler¢tention_policy parameter by

commentng it out, the current, marked status of the backups are probably inconsistent
with the currentetention_policy setting.

If you wishto modifythe backup status tme consistent with the current
retention_policy setting thenperform the following:

1 If there are backups currently marked as obsolete that would no longer be

considered obsolete under a new retention policy, runa&NMAGEuUbcommand
with the- c nokeep option for such backups to change the obsolete status to
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active status. You can also spedifg-iall  option, which would change all
backups back to active status, including those currently marked as keep.

1 Run theMANAGBubcommand either with no options or with only tlseoption
to reset the marked status based upon thergtewtion_policy sdting in the
BART configuration file.

Deletion of backups with tlHdANAGE- d option relies on the last occasion when the
backups have been marked.

The current marking (the status) of the backups can be viewed wBiH&WBACKUPS
subcommand.

5.2.3 Setting the R etention Policy

The retentio policyis determined by thestention_policy parameter in the BART
configuration file To set it globally for all servers, see Sectbh To set it by database
server, see Sectigh2.5

The two types of retention policies are the redundancy retention policy described in
Section5.2.3.1and the recovery window retention policy described in Se&i2r3.2

5.2.3.1Redundancy Retention Policy

To use theedundancy retention policget retention_policy = max_number
BACKUPSvheremax_number is a positive integer designatititge maximunmumber of
most recenbackups.

The following are some additional restrictions:

1 The keywad BACKUB must always be specified in plural form (for example,
BACKUB).

1 BART will accept a maximum integer value 2147,483647 for max_number,
however, a realistic, practical value based on your system environment must
always be used.

Theredundang retention policyis the default type of retention polidyall keywords
BACKUPSDAYS WEEKSandMONTH$ollowing themax_number integerare omittedas
shown by the followinggxample

retention_policy = 3

In the followingexample theéedundancy reterdn policysetting considers the three most
recent backups as tlaetive backupsAny older backups except those marked as keep are
considered obsolete.

[ ACCTG
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host = 127.0.0.1

port = 5444

user = enterprisedb
archive_command = ‘cp %p %a/%f"
retention_polic y = 3 BACKUPS
description =" Accounting

The SHOWSERVERSubcommand displays the 3 backagundancy retention policy
theRETENTION POLICY field:

- bash - 4.1$ bart SHOW - SERVERS-s acctg

SERVER NAME : acctg
HOST NAME :127.0.0.1
USER NANE : enterprisedb
PORT 15444

REMOTE HOST

RETENTION POLICY : 3 Backups
DISK UTILIZATION :627.04 MB
NUMBER OF ARCHIVES : 25

ARCHIVE PATH . lopt/backup/ acctg /archived_wals
ARCHIVE COMMAND : cp %p /opt/bac kup/ acctg /archived_wals/%f
XLOG METHOD : fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(s) :
DESCRIPTION o Accounting

5.2.3.2Recovery WindowRetention Policy

To use theecoverywindow retentionpolicy, settheretention_policy parameteto
the desired length of time for the recovery windaweneof the followingways

1 Settomax number DAYS to define thestartdate/timerecovery windowboundary
as the number of days specifiedrbgx_number going back in time from the
current date/time.

1 Settomax number WEEIS to define thestartdate/time recovery window
boundaryas the number of weeks specifiedrbgx_number going back in time
from the current date/time.

1 Settomax number MONTRB to define thestartdate/time recovery window
boundaryasthe number of months specified fmax_number going back in time
from the current date/time.

The following are some additional restrictions:

1 The keywordDAYS WEEKSandMONTH®nust always be specified in plural form
(for examplel DAYS, 1 WEEKS or1 MONTHS.

1 BART will accept a maximum integer valuey147,483647for max_number,
however, a realistic, practical value based on your system environment must
always be used.
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A backup is casidered active if thdate/timeof the backup, down ta second accacy,
is equal to or greater than the start of the recovery wirddde/time

There are a couple of ways you can view the actual, calculated recovery window as
described by the following.

Invoking BART in debug mode (with thel option) using theANAGEBuUcommand
with the- n option displays the calculatéithe length of theecovery window based on

theretention_policy setting and the curredtate/time

For example, using the followingtention_policy settings:
[ ACCTG
host = 127.0.0.1
port = 5444

user = enterprisedb

archive_command = 'cp %p %a/%f"

retention_policy = 3 DAYS

backup - name = acctg _%year - %month- %dayT%hour:%minute:%second
description =" Accounting

[ DEV

host = 127.0.0.1

port = 5445

user = enterprisedb
archive_command = 'cp %p %a/%f'
retention_  policy = 3 WEEKS
description =" Development "

[HR

host = 127.0.0.1

port = 5432

user = postgres

retention_policy = 3 MONTHS
description =" Human Resources "

If the MANAGBuUbcommand is invoked debug mode along with thea optionon 2015
04-17, the followng results are displayed:

- bash - 4.1% bart - d MANAGE - n

DEBUG: Server:  acctg , Now: 2015 - 04- 17 16:34:03 EDT, RetentionWindow: 259200 (secs) ==>
72 hour(s)

DEBUG: Server: dev, Now: 2015 - 04-17 16:34:03 EDT, RetentionWindow: 1814400 (secs) ==>
504 hour(s)

DEBLUG: Server: hr, Now: 2015 - 04- 17 16:34:03 EDT, RetentionWindow: 7776000 (secs) ==>
2160 hour(s)

For servemcctg , 72 hours translates to a recovery window of 3 days.
For servedev, 504 hours translates to a recovery window of 21 days (3 weeks).

For servehr, 2160 hours translates to a recovery window of 90 days (3 months).
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Note: For a setting ofnax_number MONTHSthe calculated, total number of days for the
recovery window is dependent upon the actual number of days in the preceding months
from the currentate/time. Thuspax_number MONTH$s not always exactly equivalent

to max_number x 30 DAYS . (For example, if the current date/time is in the month of
March, a Imonth recovery window would be equivalent to only 28 days because the
preceding momt is Febmuary. Thus, for a current date of March 31,-snbnth recovery
window would start on March BHowever, the typical result is that the day of the month
of the starting recovery window boundary will be the same day of the month of when the
MANAGBubcommands invoked.

Using theSHOWSERVERSubcommand, thRETENTION POLICY field displays the
start of the recovery window.

In the following examplgtherecovery windowetention policysetting considers the
backups taken within a@ay recovery window as thetave backups.

[ ACCTG

host = 127.0.0.1

port = 5444

user = enterprisedb
archive_command = 'cp %p %a/%f"
retention_policy = 3 DAYS
description =" Accounting

The start of th&-day recovery windowdisplayedin theRETENTION POLICY field is
2015- 04- 07 14:57: 36 EDT when theSHOWSERVERSubcommand is invokezh
2015-04-10.

At this current point in time, backups takem orafter2015 - 04- 07 14:57:36 EDT
would be considered active. Backups taken pri@otb - 04- 07 14:57:36 EDT
would be considered obsolete exiciep backups marked as keep.

- bash - 4.1$ date
Fri Apr 10 14:57:33 EDT 2015

- bash - 4.1$

- bash - 4.1% bart SHOW - SERVERS-s acctg
SERVER NAME : acctg

HOST NAME :127.0.0.1

USER NAME : enterprisedb

PORT 15444

REMOTE HST

RETENTION POLICY :2015 - 04- 07 14:57:36 EDT
DISK UTILIZATION :824.77 MB
NUMBER OF ARCHIVES : 37

ARCHIVE PATH : lopt/backup/ acctg /archived_wals
ARCHIVE COMMAND : cp %p /opt/backup/ acctg /archived_wals/%f
XLOG METHOD : fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(S) :
DESCRIPTION 2 Accounting
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In the following examplgtherecovery windowetention policysetting considers the
backups taken within a®eek recovery window as the active backups.

[ DEV

host =127.0.0.1

port = 5445

user = enterprisedb
archive_command = 'cp %p %a/%f
retention_policy = 3 WEEKS
description =" Development "

The start of th&-week recovery windowlisplayedn theRETENTION POLICY field is
2015- 03- 20 14:59:42 EDT  when theSHOWSERVERSubcommand iswvokedon
2015- 04- 10.

At this current point in time, backups takem orafter2015 - 03- 20 14:59:42 EDT
would be considered active. Backups taken pri@0tb - 03- 20 14:59:42 EDT
would be considered obsolete except for backups maké&dep.

- bash - 4.1$ date
Fri Apr 10 14:59:39 EDT 2015

- bash - 4.1%

- bash - 4.1% bart SHOW - SERVERS-s dev
SERVER NAME : dev

HOST NAME :127.0.0.1

USER NAME : enterprisedb

PORT 1 5445

REMOTE HOST :

RETENTION POLICY :2015 - 03- 20 14:59:42 EDT
DISK UTILIZATION :434.53 MB

NUMBER OF ARCHIVES : 22

ARCHIVE PATH : lopt/backup/ dev /archived_wals
ARCHIVE COMMAND : cp %p /opt/backup/ dev /archived_wals/%f
XLOG METHOD : fetch

WAL COMPRESSION :d isabled
TABLESPACE PATH(s) :
DESCRIPTION o Development "

In the following examplgtherecovery windowetention policysetting considers the
backups taken within a®onth recovery window as the active backups.

[ HR

host = 127.0.0.1

port = 5432

user = postgres

retention_policy = 3 MONTHS
description =" Human Resources "

The start of the -8nont recovery window displayeth theRETENTION POLICY field is
2015-01- 10 14:04:23 EST  when theSHOWSERVERSubcommand iswvokedon
2015-04- 10.
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At this current point in time, backups takem orafter2015- 01- 10 14:04:23 EST
would be considered active. Backups taken pri@otb - 01- 10 14:04:23 EST
would be considered obsolete egptfor backups marked as keep.

- bash - 4.1$ date
Fri Apr 10 15:04:19 EDT 2015

- bash-4.1%

- bash - 4.1$ bart SHOW - SERVERS-s hr
SERVER NAME : hr

HOST NAME :127.0.0.1

USER NAME . postgres

PORT 1 5432

REMOTE HOST

RETENTION POLICY :2015 -01- 10 14:04:23 EST

DISK UTILIZATION :480.76 MB

NUMBER OF ARCHIVES : 26

ARCHIVE PATH : lopt/backup/ hr /archived_wals
ARCHIVE COMMAND  : scp %p
enterprisedb@192.168.2.22:/opt/backup/ hr /archived_wals/%f
XLOG METHOD : fetch

WAL COMPRESSION : disabled

TABLESPACE PATH(s) :

DESCRIPTON 2 Human Resources "

The following section describes how to manage the backups based on the retention
policy.

5.2.4 Managing the Backups

The MANAGBubcommand is used évaluate and categoribackupsaccording tdhe
retention policyset in the BARTconfiguration file Whena backup idirst created with
theBACKUPsubcommand, it always markedaagive. Upon usage of tnANAGE
sub@mmand, an active backup mayrharked a®bsolete Obsokte backups can then
be deleted.

The various aspects of backoy@anagement are discussed in the following sections:

1 Section5.2.4.1discusses the rules for deleting backups dependent upon the
backup status and the subcommand used.

1 Section5.2.4.2shows howto retain a backup indefinitelyy marking it as keep as
well as resettindpackus marked as obsolete and keep btcéctive status.

1 Section5.2.4.3demonstratethe general processr evaluating, marking, then
deleting obsoletbackups.

5.2.4.1Deletions Permitted Under a Retention Policy

This section describes how and under what conditions backups may be deleted when
under a retention policy.
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It is recommended that dsolete backups be deleted using ttHdANAGE
subcommand The DELETE subcommandshould be usedonly for special
administrative purposes

Important distinctions between usinghe MANAGE subcommand with the-d
option ascompared to using the DELETE subcommand arethe following:

1 TheMANAGBubcommand deletion relies dgiepon tow a backup status is
currently maked (that is, internally recorded by BART)hecurrent setting of
theretention_policy parametem the BART configuration files ignored

1 TheDELETEsubcommand relies sdyeupon the current setting of the
retention_po licy parameter in the BART configuration file. The current
active, obsolete, or keegiatus ba backup is ignored

Thus, the deletion behavior of tMANAGEuUbcommand and theELETEsubcommand
are based on different aspects of the retention policy.

The pecific deletion rules for th&1IANAGENIDELETESubcommands are &slows:

1 TheMANAGBubcommand with thed option can only delete backups marked as
obsoleteThis deletion occurs regardless of the curretaintion_policy
setting in tle BART configuraion file.

1 Under aredundancy retention poligurrently set with theetention_policy
parameter in the BART configuration filanybackup regardless of its marked
statuscan be deleted with tHeELETEsubcommand whethe backup identifier
or name is spéfted with the- i option, andf the current total number of backsip
for the specified database seriggreater than theaximum number of
redundancy backupsirrently specified with theetention_policy paramete
If the total number dbackups idessthan or equal to the specifisdaximum
number of redundancy backups, then no additional backups chetdbed using
DELETEwith the -i backup option

1 Under arecovery window retention poliagurrently set with the
retention_policy parameter in the BAREonfiguration file anybackup
regardless of its marked stataan be deleted with tHeELETEsubcommand
when the backup identifier or name is specified with-theption, and ifthe
backupdate/times not within the recovery windoweurrently specifiedvith the
retention_policy paramete If the backup date/time is within the recovery
window, then it cannot be deleted usigLETEwith the-i backup option.

1 Invokingthe DELETEsubcommand with thei all  option results in the deletion
of all backups regdiessof the retention policy and regardlefsvhether the
status is marked as active, obsolete, or keep.

The following table summarizes the deletion rules of backups according tontré&ed

statusAn entry of fAYes o i oaeieduaderénsspeciieel backup ma
circumstances. An entry of ANoO indicates th
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Table 5-1 Allowable Backup Deletion by Status

Operation Redundancy Retention Policy Recovery WindowRetention Policy
P Active Obsolete Keep Active Obsolete Keep
MANAGE- d No Yes No No Yes No
o Yes Yes Yes Yes Yes Yes
DELETE T backup (see Notel) |(see Notel) [(see Note 1)(see Note 2) [(see Note 2) [(see Note 2)
DELETE iiall Yes Yes Yes Yes Yes Yes

Note 1: Deletion occuss only if thetotal number of backudsr the specified database
servers greater than the specifiedaximum number of redundancy backepsrently
set with theedundancy_policy parameter in the BART configuration file

Note 2:Deletion occurs dg if the backup is not within the recery window currently
set with theedundancy_policy parameter in the BART configuration file

5.2.4.2Marking Backups for Indefinite Keep Status

There may be certain backups that you wish to keeprf indefinite period dime and
thus, do not wish to §ject them taleletion based upon the retention policy applied to
the database server.

Such backups can be marked as keep to excludeftbenbeing marked as obsolete.

Usethe MANAGBubcommand with the c keep option to etain such backups
indefinitely as shown by the following example:

- bash - 4.1% bart MANAGE  -s acctg -i1428355371389 - ¢ keep

INFO: changing status of backup '1428355371389' of server ' acctg ' from
‘active' to 'keep'

INFO: 1 WAL file(s) changed

The backuptatus is now displayed as keep:

- bash - 4.1% bart SHOW - BACKUPS-s acctg -i1428355371389 -t
SERVER NAME : acctg

BACKUP ID 1 1428355371389

BACKUP NAME : none

BACKUP STATUS : keep

BACKUP TIME : 2015 -04-06 17:22:53 EDT
BACKUP SIZE :5.71 MB

WA(S) SIZE :16.00 MB

NO. OF WALS :1

FIRST WAL FILE : 0000000100000000000000AA
CREATION TIME :2015 -04-06 17:22:53 EDT
LAST WAL FILE : 0000000100000000000000AA
CREATION TIME :2015 -04-06 17:22:53 EDT

If at some later point in time, you decide &urn such a backup to a state where it can be
evaluated for deletion based upon the retention policy, ymi finst remove its keep
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statusby applying theANAGBubcommand with thec nokeep option as shown by
the following example:

- bash - 4.1$ bart MANA GE -s acctg -i1428355371389 - ¢ nokeep

INFO: changing status of backup '1428355371389' of server ' acctg ' from
'keep' to 'active'

INFO: 1 WAL file(s) changed

The backup status is changed back to active:

- bash - 4.1$ bart SHOW - BACKUPS-s acctg -i14283553713 89 -t
SERVER NAME : acctg

BACKUP ID : 1428355371389

BACKUP NAME : none

BACKUP STATUS : active

BACKUP TIME : 2015 -04-06 17:22:53 EDT
BACKUP SIZE :5.71 MB

WAL(S) SIZE :16.00 MB

NO. OF WALS :1

FIRST WAL FILE : 0000000100000000000000 AA
CREATION TIME :2015 -04-06 17:22:53 EDT
LAST WAL FILE : 0000000100000000000000AA
CREATION TIME :2015 -04-06 17:22:53 EDT

The next time thMANAGBubcommand is invoked with either no options or with only
the- s option, the active backup may be markedobsolete according to the current
retention_policy setting.

5.2.4.3Evaluating, Marking, and Deleting ObsoleteBackups

Based upon theurrent number of backups for the database séverredundancy
retention policyor thecurrent datdéime for arecovery whdow retention policywhen the
MANAGBubcommand is invokdtlevaluates activbackups for the database server
specified by the s option or for all database servers #all  is specified or thes
option is omitted.

Note: The status of backupmsirrenty marked a®bsolete okeep are notlangedTo re
evaluate sucbhacku and then classify them, their status niiust bereset back to
active withthe MANAGE- c nokeep option. See Sectiob.2.2for information.

This sectionllustratesthe evaluation, marking, and deletion process with example$
the first for a redundanagtention policy andhe second forarecovery window retention

policy.
RedundancyRetention Policy

The following exarple uses @aedundancy retentiopolicy as shown by the following
server configuration:

[ ACCTG
host = 127.0.0.1
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port = 5444

user = enterprisedb
archive_command = 'cp %p %a/%f'
retention_policy = 3 BACKUPS
description =" Accounting

The following is the current set of backupote thathe last backup in the list has been
marked as keep.

- bash - 4.1$ bart SHOW - BACKUPS-s acctg
SERVER NAME BACKUP ID BACKUP TIME BACKUP SIZE WAL(s) SIZE
WAL FILES STATUS

a(_:ctg 1428768344061 2015 -04-1112:05:46 EDT 5.72 MB 48.00MB 3
a(;t(;\(/:?g 1428684537299 2015 -04-1012:49:00 EDT 5.72 MB 272.00MB 17
agt(;\(/:?g 1428589759899 2015 - 04-09 10:29:27 EDT 5.65 MB 96.00MB 6
agt(;\é?g 1428502049836 2015 - 04- 08 10:07:30 EDT 55.25MB 96.00MB 6
agt(;\(/:?g 1428422324880 2015 -04-07 11:58:45 EDT 54.53 MB 32.00 MB 2
i(é:lttl:\l{,‘?g 1428355371389 2015 -04-06 17:22:53 EDT 5.71 MB 16.00 MB 1
eep

Invokethe MANAGBuUbcommand with then option toperform a dry run tobserve
which active backups would be changed to obsadeteording to the retention poyi

- bash - 4.1$ bart MANAGE  -s acctg -n

INFO: processing server' acctg ', backup '1428768344061'
INFO: processing server' acctg ', backup '1428684537299'
INFO: processing server' acctg ', backup 1428589759899
INFO: processing server ' acctg ', backup '1428502049836'

INFO: marking backup '1428502049836' as obsolete
INFO: 6 WAL file(s) marked obsolete

INFO: processing server ' acctg ', backup '1428422324880'
INFO: marking backup '1428422 324880' as obsolete

INFO: 2 WAL file(s) marked obsolete

INFO: processing server' acctg ', backup '1428355371389'

The dry run showthat backup2428502049836 and1428422324880 would be
marked as obsolete.

Also note that a dry run does not change the haskatus. The two backups that would
be considered obsolete are still marked as active:

- bash - 4.1$ bart SHOW - BACKUPS-s acctg
SERVER NAME BACKUP ID BACKUP TIME BACKUP SIZE WAL(s) SIZE
WAL FILES STATUS

acctg 1428768344061 2015  -04-11 12:05:46 EDT 5.72 MB 48.00MB 3
a?(?é?g 1428684537299 2015  -04-10 12:49:00 EDT 5.72 MB 27200 MB 17
agt(;\éfg 1428589759899 2015 - 04-09 10:29:27 EDT 5.65 MB 96.00MB 6
a?(?é?g 1428502049836 2015 -04-08 10:07:30 EDT 55.25MB  96.00MB 6
agt(;\éfg 1428422324880 2015 - 04-07 11:58:45 EDT 54.53MB 32.00MB 2
active
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16.00MB 1

Invoke theMANAGBubcommand omitting then option tochangeand markhe statusf

the backupsisobsolete

- bash - 4.1$ bart MANAGE
INFO: processing server'
INFO: processing server '
INFO: processing server'
INFO: processing server '

-s acctg

acctg ', backup '1428768344061'
acctg ', backup '1428684537299'
acctg ', backup '142858975989 9'
acctg ', backup '1428502049836'

INFO: marking backup '1428502049836' as obsolete

INFO: 6 WAL file(s) marked obsolete
INFO: processing server '

acctg ', backup '1428422324880'

INFO: marking backup '1428422324880' as obsolete

IN Fd: 2 WAL file(s) marked obsolete
INFO: processing server'

acctg ', backup '1428355371389'

The obsolete backups can be observed in a number of ways. W4eNASE
subcommand with thel option to list the obsolete backups:

- bash - 4.1$ bart MANAGE  -s acctg -1

INFO: 6 WAL file(s) will be removed

SERVER NAME: acctg

BACKUP ID: 1428502049836

BACKUP STATUS: obsolete

BACKUP TIME: 2015 - 04- 08 10:07:30 EDT

BACKUP SIZE: 55.25 MB

WAL FILE(s): 6
WAL FILE: 000000010000000100000003
WAL FILE: 000000010000000100000002
WAL FILE: 000000010000000100000001
WAL FILE: 000000010000000100000000
WAL FILE: 0000000100000000000000E3
WAL FILE: 0000000100000000000000E2

INFO: 2 WAL file(s) will be removed
SERVER NAME: acctg
BACKUP ID: 1428422324880
BACKUP STATUS: obsolete
BACKUPTIME: 2015 - 04-07 11:58:45 EDT
BACKUP SIZE: 54.53 MB
WAL FILE(S): 2
WAL FILE: 0000000100000000000000E1
WAL FILE: 0000000100000000000000EO

The STATUSfield of the SHOWBACKUPSubcommand displays the current status:

- bash - 4.1% bart SHOW - BACKUPS- s acctg

SERVER NAME BACKUP ID BACKUP TIME BACKUP SIZE WAL(s) SIZE
WAL FILES STATUS
acctg 1428768344061 2015 -04-11 12:05:46 EDT 5.72 MB 48.00MB 3
active
acctg 1428684537299 2015 -04- 10 12:49:00 EDT 5.72 MB 272.00MB 17
active
acctg 1428589759899 2015 -04-09 10:29:27 EDT 5.65 MB 96.00 MB 6
active
acctg 1428502049836 2015 -04-08 10:07:30 EDT 55.25MB 96.00MB 6
obsolete
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acctg 1428422324880 2015 -04-07 11:58:45 EDT 54.53MB 32.00MB 2
obsolete

acctg 1428355371389 2015 -04-0617:22:53 EDT 5.71 MB 16.00 MB 1
keep

The details of an individual backup can be displayed usingHI@GABACKUPS
subcommand with thet option Note the statum theBACKUP STATUSield.

- bash - 4.1% bart S HOWBACKUPS- s acctg -i 1428502049836 -t
SERVER NAME : acctg

BACKUP ID : 1428502049836

BACKUP NAME : none

BACKUP STATUS : obsolete

BACKUP TIME : 2015 -04-08 10:07:30 EDT
BACKUP SIZE :55.25 MB

WAL(S) SIZE :96.00 MB

NO. OF WALS :6

FIRST WAL FILE : 0000000100000000000000E2
CREATION TIME :2015 -04-08 10:07:30 EDT
LAST WAL FILE : 000000010000000100000003
CREATION TIME :2015 -04-09 10:25:46 EDT

Use theMANAGBubcommand with thed option to physically delete the obsolete
backups inalding the unneeded WAL files.

- bash - 4.1$ bart MANAGE -s acctg -d

INFO: removing all obsolete backups of server ' acctg
INFO: removing obsolete backup '1428502049836'

INFO: 6 WAL file(s) will be removed

INFO: removing WAL file '000000010000000100000003"

INFO: removing WAL file '000000010000000100000002'

INFO: removing WAL file '000000010000000100000001"

INFO: removing WAL file '000000010000000100000000°

INFO: removing WAL file '0000000100000000000000E3'

INFO: removing WAL file '000000010000000000000 OE2'
INFO: removing obsolete backup '1428422324880

INFO: 2 WAL file(s) will be removed

INFO: removing WAL file '0000000100000000000000E1"

INFO: removing WAL file '0000000100000000000000E0'

The SHOWBACKUPSubcommand now displays the remaining backopsked as active
or keep:

- bash - 4.1$ bart SHOW - BACKUPS-s acctg
SERVER NAME BACKUP ID BACKUP TIME BACKUP SIZE WAL(s) SIZE
WAL FILES STATUS

a(_:ctg 1428768344061 2015 -04- 11 12:05:46 EDT 5.72 MB 48.00MB 3
agt(I:\(/:?g 1428684537299 2015 -04-1012:49:00 EDT 5.72 MB 272.00 MB 17
a(;t(;\é?g 14285897 59899 2015 -04-09 10:29:27 EDT 5.65 MB 96.00 MB 6
igttlz\(/:?g 1428355371389 2015 -04-06 17:22:53 EDT 5.71 MB 16.00 MB 1
eep

Recovery WindowRetention Policy
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The following example usesracoverywindow retention policyas shown by the
following server configuration:

[ DEV

host = 127.0.0.1

port = 5445

user = enterprisedb
archive_command = 'cp %p %a/%f
retention_policy = 3 DAYS
description =" Development "

The following is the current set of backupiote that the last backup in the list has been
marked as keep.

- bash - 4.1% bart SHOW - BACKUPS-s dev
SERVER NAME BACKUP ID BACKUP TIME BACKUP SIZE WAL(s) SIZE
WAL FILES STATUS

dt_ev 1428933278236 2015 - 04- 13 09:54:40 EDT 5.65 MB 16.00 MB 1
azt(;\\//e 1428862187757 2015 - 04-12 14:09:50 EDT 5.65 MB 32.00 MB 2
a((;t(;\\//e 1428768351638 2015 -04-11 12:05:54 EDT 5.65 MB 32.00 MB 2
azt(;\\//e 1428684544008 2015 - 04- 10 12:49:06 EDT 5.65 MB 22400 MB 14
a((;t(;\\//e 1428590536488 2015- 04- 09 10:42:18 EDT 5.65 MB 4800 MB 3
E((:ittle\\//e 1428502171990 2015 - 04- 08 10:09:34 EDT 5.65 MB 80.00MB 5
eep

The current date/time B01504-13 16:46:35 EDT as shown lye following:

- bash- 4.1$ date
Mon Apr 13 16:46:35 EDT 2015

Thus a 3-day recovery window would evaluate backups prior to 20430 16:46:35
EDT as obsolete except for those marked as keep.

Invoke theMANAGBubcommand with then option toperform a dry run tobserve
which activebackupswvould be changed to obsoletecording to the retemtn policy.

- bash - 4.1% bart MANAGE -s dev -n

INFO: processing server ' dev', backup '1428933278236'
INFO: processing server' dev', backup '1428862187757"
INFO: processing server ' dev', backup 1428768351638’
INFO: processing server ' dev', backup '1428684544008'

INFO: marking backup '1428684544008" as obsolete

INFO: 14 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: processing server' dev', backup '1428590536488
INFO: marking backup '1428590536488' as obsolete

INFO: 3 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: processing server' dev', backup '1428502171990'
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The dry run showthat backup4428684544008 and1428590536488 would be
marked as obsolete.

Also note that a dry run does not change the backup status. The two backups that would
be considered obsolete are still marked as active:

- bash - 4.1% bart SHOW - BACKUPS-s dev
SERVER NAME BACKUP ID BACKUP TIME BACKUP SI ZE WAL(s) SIZE
WAL FILES STATUS

dgv 1428933278236 2015 - 04- 13 09:54:40 EDT 5.65 MB 16.00 MB 1
a((;té\\lle 1428862187757 2015 - 04-12 14:09:50 EDT 5.65 MB 32.00MB 2
a(élt(;\\//e 1428768351638 2015 -04-11 12:05:54 EDT 5.65 MB 32.00 MB 2
a((:it(;\\//e 1428684544008 2015 -04-1012:49: 06 EDT 5.65MB 224.00 MB 14
a((;t(;\\//e 1428590536488 2015 -04- 09 10:42:18 EDT 5.65 MB 4800 MB 3
:((:ittle\\//e 1428502171990 2015 - 04- 08 10:09:34 EDT 5.65 MB 80.00MB 5
eep

Invoke theMANAGBubcommand omitting then option tochange and martke statusf
the backupsisobsolete

- bash - 4.1% bart MANAGE  -s dev

INFO: processing server' dev', backup '1428933278236'
INFO: processing server' dev', backup '14288621877 57
INFO: processing server' dev', backup '1428768351638'
INFO: processing server' dev', backup '1428684544008'

INFO: marking backup '1428684544008' as obsolete

INFO: 14 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: processing server' dev', backup '1428590536488"
INFO: marking backup '1428590536488' as obsolete

INFO: 3 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: processing server ' dev', backup '1428502171990'

The obsolete backups can be observednaoraber of ways. Use ti¢ANAGE
subcommand with thel option to list the obsolete backups:

- bash - 4.1$ bart MANAGE  -s dev -|

INFO: 14 WAL file(s) will be removed

INFO: 1 Unused WAL file(s) will be removed

SERVER NAME: dev

BACKUP ID: 1428684544008

BACKUPSTATUS: obsolete

BACKUP TIME: 2015 - 04- 10 12:49:06 EDT

BACKUP SIZE: 5.65 MB

WAL FILE(s): 14

UNUSED WAL FILE(s): 1
WAL FILE: 00000001000000000000002E
WAL FILE: 00000001000000000000002D
WAL FILE: 00000001000000000000002C
WAL FILE: 00000001000000000000002B
WAL FILE: 00000001000000000000002A
WAL FILE: 000000010000000000000029
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WAL FILE: 000000010000000000000028

WAL FILE: 000000010000000000000027

WAL FILE: 000000010000000000000026

WAL FILE: 000000010000000000000025

WAL FILE: 000000010000000000000024

WA FILE: 000000010000000000000023

WAL FILE: 000000010000000000000022

WAL FILE: 000000010000000000000021

UNUSED WAL FILE: 00000001000000000000000F.00000028

INFO: 3 WAL file(s) will be removed

INFO: 1 Unused WAL file(s) will be removed

SERVER NAME: dev

BACKUP ID: 1428590536488

BACKUP STATUS: obsolete

BACKUP TIME: 2015 - 04-09 10:42:18 EDT

BACKUP SIZE: 5.65 MB

WAL FILE(s): 3

UNUSED WAL FILE(s): 1
WAL FILE: 000000010000000000000020
WAL FILE: 00000001000000000000001F
WAL FILE: 00000001000000000000001E
UNLWSED WAL FILE: 00000001000000000000000F.00000028

The STATUSTield of the SHOWBACKUPSubcommand displays the current status:

- bash - 4.1% bart SHOW - BACKUPS-s dev
SERVER NAME BACKUP ID BACKUP TIME
WAL FILES STATUS

dev 1428933278236 2015 - 04- 13 09:54:40 EDT 5.65 MB
active

dev 142886218775 7 2015 -04-12 14:09:50 EDT 5.65 MB
active

dev 1428768351638 2015 -04-1112:05:54 EDT 5.65 MB
active

dev 1428684544008 2015 -04-1012:49:06 EDT 5.65 MB
obsolete

dev 1428590536488 2015 -04-0910:42:18 EDT 5.65 MB
obsolete

dev 1428502171990 2015 -04-08 10:09:34 EDT 5.65 MB
keep

BACKUP SIZE WAL(s) SIZE

16.00 MB

32.00 MB

32.00 MB

48.00 MB

80.00 MB

1

2

2

224.00 MB

3

5

The cetails of an individual backup can be displayed usinGstH@WBACKUPS
subcommand with thet option. Note the statuis theBACKUP STATUSield.

- bash - 4.1% bart SHOW - BACKUPS-s dev -i1428684544008
SERVER NAME : dev

BACKUP ID : 1428684544008

BACKUP NAME : none

BACKUP STATUS : obsolete

BACKUP TIME : 2015 -04-10 12:49:06 EDT
BACKUP SIZE :5.65 MB

WAL(S) SIZE :224.00 MB

NO. OF WALS :14

FIRST WAL FILE : 000000010000000000000021
CREATION TIME :2015 -04-1012:49:06 EDT
LAST WAL FILE : 00000001000000000000002E
CREATION TIME :2015 -04-1112:02:15EDT
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Use theMANAGBubcommand with thed option to physically delete the obsolete
backups including the unneeded WAL files.

- bash - 4.1$ bart MANAGE  -s dev -d

INFO: removing all obsolete back ups of server' dev'
INFO: removing obsolete backup 1428684544008’

INFO: 14 WAL file(s) will be removed

INFO: 1 Unused WAL file(s) will be removed

INFO: removing WAL file '00000001000000000000002E'

INFO: removing WAL file '00000001000000000000002D"

IN FO: removing WAL file '00000001000000000000002C"

INFO: removing WAL file '00000001000000000000002B'

INFO: removing WAL file '00000001000000000000002A"

INFO: removing WAL file '000000010000000000000029'

INFO: removing WAL file '000000010000000000000028

INFO: removing WAL file '000000010000000000000027*

INFO: removing WAL file '000000010000000000000026'

INFO: removing WAL file '000000010000000000000025'

INFO: removing WAL file '000000010000000000000024'

INFO: removing WAL file '00000001000000000000 0023’
INFO: removing WAL file '000000010000000000000022"

INFO: removing WAL file '000000010000000000000021"

INFO: removing (unused) WAL file '00000001000000000000000F.00000028'
INFO: removing obsolete backup '1428590536488"

INFO: 3 WAL file(s) will be removed

INFO: removing WAL file '000000010000000000000020'

INFO: removing WAL file '00000001000000000000001F'

INFO: removing WAL file '00000001000000000000001E'

The SHOWBACKUPSubcommand now displays the remaining backups marked as active
or keep:

- bash-4.1% bart SHOW - BACKUPS-s dev
SERVER NAME BACKUP ID BACKUP TIME BACKUP SIZE WAL(s) SIZE
WAL FILES STATUS

dev 1428933278236 2015 - 04- 13 09:54:40 EDT 5.65 MB 16.00MB 1
agt(;\//e 1428862187757 2015 -04-12 14:09:50 EDT 5.65 MB 32.00 MB 2
azté\\//e 1428768351638 2015 -04-11 12:05:54 EDT 5.65 MB 32.00 MB 2
Egttla\\//e 1428502171990 2015 - 04- 08 10:09:34 EDT 5.65 MB 80.00MB 5
eep

5.2.5 Managing Incremental Backups

This section dscribes how retention policy management affects incrahieatckups. In
summary, the basic effects are the following:

1 The retention policy rules are apgalito full backupsDetermining when a backup
is obsolete by the redundancy retention polidyasd solelyby the number of
full backups. All incremental bakupsare excludedrom the comparisonount
against thee tention _policy setting for thanaximumnumber of backups
Determining when a backup is obsolete by the recovery window retention policy
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is basedsolelyby the backup date/time of tigl backup. The backup date/times
of any successive incremental backups in the chain are ignored when comparing
with the recovery window.

1 The retentiorstatusof all incremental backupgs a chains setto thesamestatus
applied to thdull backupof thechain

1 The ationsapplied by themANAGERNdDELETEsSubcommansion a full backup
areapplied to all incremental backups in the chaithe same manner

1 Thus, abackup chain (thasj thefull backyp and all its successivecremeral
backups) are treated bgtentionpolicy managen as if they areall one,single
backup. he status setting applied to the full backup is also applied to all
incremental backups in its chain. If a falickup is marked as obsoleted then
deleted accoiidg to the retentiopolicy, all incremental backups in the chain are
also marked obsoletnd then deleted as well.

The following are some specifpoints regarding thIANAGEBNdDELETEsubcommands
on incremental backups:

1 When theMANAGBubcommand is invoked, the status applied touhdackup
is also applied to aluccessive incremental backups in the chain

1 TheMANAGBubcommand with thec { keep | nokeep } optioncannot
specifythe backup identifier or backup nameaofincremental backupith - i
backup option The-i backup option can only specify the backup identifier or
backup name of a full backup. The optidgrall  is allowed to be usedVhen
the MANAGBubcommand with thec { keep | nokeep } option isapplied
to a full backup, the same status change is n@ad# incremerdl backups in the
chain

1 TheDELETEsubcommand with thes server -i backup options is allowed
to specifythe backup identifier or backup nameaofincremental backup in
which casehat incrematal backup along with aits successivéincremental
backupsare deletedthus shortening that backup chain

For examples athe redundancyetention policy on incremental backups, see Section
5.25.1

For examples of the recovery window retention policy on incremental backups, see
Sectonb5.2.5.2

5.2.5.1Redundancy Retention with Incremental Backups

Whenthe redundancy retention policy is used andMA®IAGEubcommand is invoked,
thestatus of th@ldest active, fullbackups arehanged tmbsoletdf the number bfull
backups exceeds the maximum nungpcified by theetention_policy parameter
in the BART configuratiofiile.

See Sectioh.2.3.1for information on the redundancy retention policy.
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If a full backup is changed from actve to obsolete, alsuccessivéncremental
backups inthe chainof this full backup are also changed from active to obsolete.

When determining the number of backups that exceeds the number specified by the
retention_policy parameter, only full backups areunted for the comparison. The
number of incremental backups is not included in the count for this comparison against
theretention_policy parametesetting

The following examples show usage of IW&NAGENdDELETESubcommands when3a
backupredundancyetention policy is in effect as shown by the following server
configuration:

[ ACCTG

host = 192.168.2.24

port = 5445

user = enterprisedb

cluster_  owner = enterprisedb

remote_host = enterprisedb@192.168.2.24
allow_incremental_backups = enabled
retention_po  licy = 3 BACKUPS
description =" Accounting

The following is the current set of backufls these examples, some columns have been
omitted from theSHOWBACKUPSutput in order to display the relewanformation in a
more observablemanner)

-bash-4.2$b art SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481749696905 ... 1481749673603 2016 -12-1416:08:17 EST ... active
acctg 1481749673603 ... 1481749651927 2016 -12- 14 16:07:53 EST ... active
acctg 1481749651927 ... 1481749619582 2016 -12-14 16:07:32 EST ... active
acctg 1481749619582 ... none 2016 -12- 14 16:07:00 EST ... active

There is one backup chain. The first backup is thalritll backup.

Backup chain1481749619582 => 1481749651927 => 1481749673603 =>
1481749696905

The MANAGBubcommand is invoked as shown by the following:

- bash - 4.2% bart MANAGE  -s acctg

INFO: processing server ' acctg ', backup '1481749619582'
INFO: 2Un used WAL file(s) present
INFO: 4 Unused file(s) (WALs included) present, use 'MANAGE - |" for the list

The following shows the resulting status of the backups:

- bash - 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUP ID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481749696905 ... 1481749673603 2016-12- 14 16:08:17 EST ... active
acctg 1481749673603 ... 1481749651927 2016 -12-14 16:07:53 EST ... active
acctg 1481749651927 ... 1481749619582 2016 -12-14 16:07:32 EST ... active
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acctg 1481749619582 ... none 2016 -12- 14 16:07:00 EST ... active

Note that the status remains active for all backups. Even though the total number of
backupsexceeds th8 backup redundancy retention myj it is only the total number of
full backupsthat is used to determine if the redundancy retention policy has been

exceeded.

Additional full backups are added including a second backup chagnfollowing shows
the resulting list of backups:

- bash-4.2$ bart SHOW - BACKUPS- s acctg

SERVER NAME BACKUP ID BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481750365397 ... none 2016 -12-14 16:19:26 EST ... active
acctg 1481750098924 ... 1481749997807 2016 -12- 14 16:14:59 EST ... active
acctg 1481749997807 ... none 2016 -12-14 16:13:18 EST ... active
acctg 1481749992003 ... none 2016 -12-1416:13:12 EST ... active
acctg 1481749696905 ... 1481749673603 20 16- 12- 14 16:08:17 EST ... active
acctg 1481749673603 ... 1481749651927 2016 -12-14 16:07:53 EST ... active
acctg 1481749651927 ... 1481749619582 2016 -12-14 16:07:32 EST ... active
acctg 1481749619582 ... none 2016-12- 14 16:07:00 EST ... active

Second backup chain481749997807 => 1481750098924

The MANAGBubcommand is invoked, but now with a total of four active full backups.

- bash - 4.2% bart MANAGE  -s acctg

INFO: processing server' acctg ', backup 14817503653 o7’

INFO: processing server' acctg ', backup '1481749997807"

INFO: processing server ' acctg ', backup '1481749992003'

INFO: processing server ' acctg ', backup '1481749619582'

INFO: marking backup '1481749619582' as obsolete

INFO: 3 incremental(s) of back up '1481749619582' will be marked obsolete
INFO: marking incremental backup '1481749696905' as obsolete

INFO: marking incremental backup '1481749673603' as obsolete

INFO: marking incremental backup '1481749651927' as obsolete

INFO: 4 WAL file(s) marked obsolete

INFO: 2 Unused WAL file(s) present

INFO: 4 Unused file(s) (WALs included) present, use 'MANAGE - |' for the list

The oldesfull backup and it€han of incremental backups are novarked as obsolete.

- bash - 4.2$ bart SHOW - BACKUPS- s acctg

SERVER NAME BACKUP ID BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481750365397 ... none 2016 -12-1416:19:26 EST ... active

acctg 1481750098924 ... 1481749997807 2016 -12-14 16:14:59 EST ... active

acctg 1481749997807 ... none 2016 -12-1416:13:18 EST ... active

acctg 1481749992003 ... none 2016 -12-1416:13:12 EST ... active

acctg 1481749696905 ... 1481749673603 2016 -12-14 16:08:17 EST ... obsolete

acctg 1481749673603 ... 1481749651927 2016 -12-14 16:07:53 EST ... obsolete

acctg 1481749651927 ... 1481749619582 2016 -12- 14 16:07:32 EST ... obsolete

acctg 1481749619582 ... none 2016 -12-14 16:07:00 EST ... obsolete

Invoking theMANAGBubcommand with thed option deletes the entire obsolete backup

chain.

- bash - 4.2% bart MANAGE

-s acctg -d
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INFO: removing all obsolete backups of server ' acctg
INFO: removing obsolete backup '1481749619582'

INFO: 4 WAL file (s) will be removed

INFO: 3 incremental(s) of backup '1481749619582' will be removed

INFO: removing obsolete incremental backup 1481749696905’

INFO: removing obsolete incremental backup '1481749673603'

INFO: removing obsolete incremental backup '14817 49651927'
INFO: removing WAL file '000000010000000100000000'

INFO: removing WAL file '0000000100000000000000FF'

INFO: removing WAL file '0000000100000000000000FE'

INFO: removing WAL file '0000000100000000000000FD'

INFO: 16 Unused file(s) will be remov ed

INFO: removing (unused) file '000000010000000100000004.00000028.backup’

INFO: removing (unused) f.ile '‘0000000100000000FB00002800000000FC000000.mbm'’

The following shows the remaining fldackups and the second backup chain.

- bash - 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481750365397 ... none 2016 -12-14 16:19:26 EST ... active
acctg 1481750098924 ... 1481749997807 2016 -12-14 16:14:59 EST ... active
acctg 1481749997807 ... none 2016 -12-14 16:13:18 EST ... active
acctg 1481749992003 ... none 2016 -12-14 16:13:12 EST ... active

Thefollowing section provides an example using the recovery window retention policy.
Example usage of tiHdANAGBubcommand with other options along with usage of the
DELETEsubcommand are shown in this next section.

5.2.5.2Recovery Window Retention with IncrementalBackups

When the recovery window retention policy sed and th&/ANAGBubcommand is
invoked, the status aictive full backups are chayedto obsolete if the date/time of the
full backup is outside of the recovery window (that is, the full backugtohageis prior to
the start of the recovery window asfithed the by current date/timenen theMANAGE
subcommand is invoked, and then going back in bgnhe amount of time set by the
retention_policy parameter in the BART configuration file.

See Sectin 5.2.3.2for information on the recovery window retention policy.

If a full backup is changed from active to obsolete, abuccessivéncremental
backups inthe chain of thisfull backup are also changed from active to obsolet

The status of an incremental backup is changed to obsolete regardless of whether or not
the date/time of when the incremental backup was taken still lies within the recovery
window.

The following example showusage of tht/ANAGENADELETEsubcommand&hena
1-dayrecovery window retention poliag in effectas shown by the following server
configuration:
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[ ACCTG

host = 192.168.2.24

port = 5445

user = enterprisedb

cluster_  owner = enterprisedb

remote_host = enterprisedb@192.168.2.24

allow_incremental_ba ckups = enabled
retention_policy = 1 DAYS
description =" Accounting

The following is the current set of backufls. these examples, some columns have been
omitted from thesSHOWBACKUPSutput in order to display the relevant infation in a
more observale manner)

- bash - 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... active
acctg 1481559014359 . .. 1481554802918 2016 -12-12 11:10:14 EST ... active
acctg 1481554802918 ... 1481553914533 2016 -12-12 10:00:03 EST ... active
acctg 1481554203288 ... 1481553651165 2016 -12-12 09:50:03 EST ... active
acctg 1481553914533 ... 1481553088053 2016 -12-12 09:45:14 EST ... active
acctg 1481553651165 ... none 2016 -12-12 09:40:51 EST ... active
acctg 1481553088053 ... 1481552078404 2016 -12-12 09:31:28 EST ... active
acctg 14815520784 04 ... none 2016 -12-12 09:14:39 EST ... active

There are two backup chains.each of the following chains, the first backup is the
initial full backup.

First backup chaint481552078404 => 1481553088053 => 1481553914533 =>
1481554802918 => 148 1559014359

Second backup chaih481553651165 => 1481554203288 => 1481559303348

The MANAGBubcommands invoked wherthefirst full backup1481552078404 falls

out of the recovery windowVhen theMANAGBubcommand is invoked, it 2016 - 12-

13 09:20:03 EST , thus making the start of tHeday recovery window &t016 - 12-

12 09:20:03 EST  exactly one day earlier. This backup was take10a6 - 12- 12
09:14:39 EST , which is about 5 % minutes before the start of the recovery window,
thus making the backup obsolete.

- bash - 4.2% date
Tue Dec 13 09:20:03 EST 2016

- bash - 4.2% bart MANAGE  -s acctg

INFO: processing server ' acctg ', backup '1481553651165'

INFO: processing server ' acctg ', backup '1481552078404'

INFO: marking backup '1481552078404' as obsolete

INFO: 4 incre mental(s) of backup '1481552078404" will be marked obsolete
INFO: marking incremental backup '1481559014359' as obsolete

INFO: marking incremental backup '1481554802918' as obsolete

INFO: marking incremental backup '1481553914533' as obsolete

INFO: mar king incremental backup '1481553088053"' as obsolete

INFO: 7 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: 2 Unused file(s) (WALs included) present, use 'MANAGE - |' for the list
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Theentire first backup chain is nomarked obsoletédNote thatthe incremental backup
date/times are within the recovery windeince they were takeafterthe start of the

recovery window o2016 - 12- 12 09:20:03 EST

marked as obsolete.

- bash - 4.2$ bart SHOW

- BACKUPS- s acctg

, but d backups in the chain are

SERVER NAME BACKUP ID BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... active

acctg 1481559014359 ... 1481554802918 2016 -12-12 11:10:14 EST ... obso lete
acctg 1481554802918 ... 1481553914533 2016 -12-12 10:00:03 EST ... obsolete

acctg 1481554203288 ... 1481553651165 2016 -12-12 09:50:03 EST ... active

acctg 1481553914533 ... 1481553088053 2016 -12-12 09:45:14 EST .. . obsolete
acctg 1481553651165 ... none 2016 -12-12 09:40:51 EST ... active

acctg 1481553088053 ... 1481552078404 2016 -12-12 09:31:28 EST ... obsolete

acctg 1481552078404 ... none 2016 -12-12 09:14:39 EST ... obsolete

The following exampleshows how the entire backup charchanged back to active
status by invoking th®IANAGBubcommand with thec nokeep option on the full
backup of the chain.

- bash - 4.2$ bart MANAGE  -s acctg -cnokeep -i148155207840 4
INFO: changing status of backup '1481552078404' of server '

‘active'

INFO: status of 4 incremental(s) of backup '1481552078404" will be changed

acctg ' from 'obsolete' to

INFO: changing status of incremental backup '1481559014359' of server ' acctg ' from

‘obsolete’ to 'active'

INFO: changing status of incremental backup '1481554802918' of server ' acctg ' from

'obsolete’ to 'active'

INFO: changing status of incremental backup '1481553914533' of server ' acctg ' from

‘'obsolete’ to 'active'

INFO: changing st atus of incremental backup '1481553088053' of server acctg ' from

'obsolete’ to 'active'

INFO: 7 WAL file(s) changed

The backup chain has now been reseicto/e status.

- bash - 4.2$ bart SHOW - BACKUPS-s acctg
SERVER NAME BACKUP ID BACKUPPARENT BACKUP TIME ... STATUS
acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... active
acctg 1481559014359 ... 1481554802918 2016 -12-12 11:10:14 EST ... active
acctg 1481554802918 ... 14815539 14533 2016 -12-12 10:00:03 EST ... active
acctg 1481554203288 ... 1481553651165 2016 -12-12 09:50:03 EST ... active
acctg 1481553914533 ... 1481553088053 2016 -12-12 09:45:14 EST ... active
acctg 1481553651165 ... none 2016- 12- 12 09:40:51 EST ... active
acctg 1481553088053 ... 1481552078404 2016 -12-12 09:31:28 EST ... active
acctg 1481552078404 ... none 2016 -12-12 09:14:39 EST ... active

The following exampleshows usage of @DELETEsubcommand on an incremental
backup. The specified incremental back4p1554802918 in the first backup chain as
well asits successivencremental backup481559014359 are deleted.

- bash - 4.2$ bart DELETE -Ss acctg -i1481554802918
INFO: deleting backup '1481554802918' of server '
INFO: deleting backup '1481554802918'

INFO: 1 incremental backup(s) will be deleted

INFO: deleting incremental backup '1481559014359'

INFO: WALs of deleted backup(s) will belong to prior backup(if any), or will
be marked unused

acctg '
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INFO: 2 Unused file(s) will be removed

INFO: removing (unused) file ‘0000000100000000000000BA'

INFO: removing (unused) file '0000000100000000BA00002800000000BB000000.mbm'’
INFO: backup(s) deleted

The results show that incremental backdp1554802918 as well as its successive
backup1481559014359 are no longer listed by trfgHOWBACKUPSubcommand.

- bash - 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... active
acctg 1481554203288 ... 1481553651165 2016 -12-12 09:50:03 EST ... active
acctg 1481553914533 ... 1481553088053 2016 -12-12 09:45:14 EST ... active
acctg 1481553651165 ... none 2016 -12-12 09:40:51 EST ... active
acctg 1481553088053 ... 1481552078404 2016 -12-12 09:31:28 EST ... active
acctg 1481552078404 ... none 2016 -12-12 09:14:39 EST ... active

The MANAGBuUbcommand is invoked again. This time both hbgckhains are marked
obsolete sincéhe full backups of both chains fall out of the start of the recovery window,
which is now2016 - 12- 12 09:55:03 EST

- bash - 4.2%$ date
Tue Dec 13 09:55:03 EST 2016

- bash - 4.2$% bart MANAGE -s acctg

INFO: processing server' acctg ', backup 1481553651165

INFO: marking backup '1481553651165' as obsolete

INFO: 2 incremental(s) of backup '1481553651165' will be marked obsolete
INFO: marking incremental backup '1481559303348' as o bsolete
INFO: marking incremental backup '1481554203288' as obsolete

INFO: 38 WAL file(s) marked obsolete

INFO: processing server ' acctg ', backup '1481552078404'

INFO: marking backup '1481552078404' as obsolete

INFO: 2 incremental(s) of backup '148155 2078404 will be marked obsolete
INFO: marking incremental backup '1481553914533' as obsolete

INFO: marking incremental backup '1481553088053' as obsolete

INFO: 7 WAL file(s) marked obsolete

The following shows both backup chains marked as obsolete.

- bash- 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... obsolete
acctg 1481554203288 ... 14815536511 65 2016 -12-1209:50:03 EST ... obsolete
acctg 1481553914533 ... 1481553088053 2016 -12-12 09:45:14 EST ... obsolete
acctg 1481553651165 ... none 2016 -12-12 09:40:51 EST ... obsolete
acctg 1481553088053 ... 148 1552078404 2016 -12-1209:31:28 EST ... obsolete
acctg 1481552078404 ... none 2016 -12-12 09:14:39 EST ... obsolete

The following shows usage of tMANAGEBubcommand with thec keep option to

keep aackup chain indefinitely. THEANAGEsubcommand with thec keep option
must specify the backup identifier or backup namtneffull backup of the chain and not
any incremental backup.

- bash - 4.2% bart MANAGE -s acctg -ckeep -i1481553651165
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INFO: changing status of backup '14815536511 65' of server' acctg ' from
‘obsolete’ to 'keep'

INFO: status of 2 incremental(s) of backup '1481553651165" will be changed

INFO: changing status of incremental backup '1481559303348' of server

" acctg ' from 'obsolete’ to 'keep’

INFO: changing status of i ncremental backup '1481554203288' of server

"acctg ' from 'obsolete’ to 'keep’

INFO: 38 WAL file(s) changed

The following now displayghe full backupl481553651165 of the backup chaiand its
successivéencremental backups481554203288 and1481559303348 changed to keep
status.

- bash - 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS
acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... keep
acctg 148155 4203288 ... 1481553651165 2016 -12-12 09:50:03 EST ... keep
acctg 1481553914533 ... 1481553088053 2016 -12- 12 09:45:14 EST ... obsolete
acctg 1481553651165 ... none 2016 -12-12 09:40:51 EST ... keep
acctg 148155 3088053 ... 1481552078404 2016 -12-12 09:31:28 EST ... obsolete
acctg 1481552078404 ... none 2016 -12-12 09:14:39 EST ... obsolete

Finally, theMANAGBubcommand with thed option is used to delete the obsolete
backup chain.

- bash - 4. 2% bart MANAGE -s acctg -d

INFO: removing all obsolete backups of server ' acctg
INFO: removing obsolete backup '1481552078404"'

INFO: 7 WAL file(s) will be removed

INFO: 2 incremental(s) of backup '1481552078404" will be removed
INFO: removing obsolet e incremental backup '1481553914533'
INFO: removing obsolete incremental backup '1481553088053'

INFO: removing WAL file '0000000100000000000000C1"

INFO: removing WAL file '0000000100000000000000C0"

INFO: removing WAL file '0000000100000000000000BF'

INF O: removing WAL file '0000000100000000000000BE'

INFO: removing WAL file '0000000100000000000000BD'

INFO: removing WAL file '0000000100000000000000BC"

INFO: removing WAL file '0000000100000000000000BB"

INFO: 48 Unused file(s) will be removed

INFO: rem oving (unused) file '0000000100000000000000FA"

INFO: removing (unused) f.ile '‘0000000100000000000000BB.00000028.backup'

Only the backup chain with the keep status remains as shown byltvérigl

- bash - 4.2$ bart SHOW - BACKUPS-s acctg

SERVER NAME BACKUPID .. BACKUPPARENT BACKUP TIME ... STATUS

acctg 1481559303348 ... 1481554203288 2016 -12-12 11:15:03 EST ... keep
acctg 1481554203288 ... 1481 553651165 2016 -12-12 09:50:03 EST ... keep
acctg 1481553651165 ... none 2016 -12-12 09:40:51 EST ... keep
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5.3 Basic BART Subcommand Usage

BART is usedy invoking thebart programlocated in theBART_HOMBIn directory
with the desiredubcommand anany applicablesubcommand options. The
subcommands availablgth BART are theollowing:

1 CHECK-CONFIG. Check the setting of the parameters in the BART
configuration file and the proper setup of the database servers for WAL archiving
and thetaking of backups. See Sectibr.1

1 INIT . Createthe BART backup cataloglirectories, set thBostgres
archive_command parametefrom the setting of the BART
archive_command parameterand rebuild the backupinfo fileSee $ction
5.4.2

1 BACKUP. Takeafull backupor an incremental backuee Sectio®.4.3

1 SHOW-SERVERS.Display the database servers managed by BAIRE
Section5.4.4

1 SHOW-BACKUPS. Display information for the backups taken by BAFRSEe
Section5.4.5

1 VERIFY-CHKSUM. Verify the checksumon thefull backupsSee Section
5.4.6

1 MANAGE . Managebackupausing the retentiopolicy. Compresshearchived
WAL files. See Sectioh.4.7.

1 RESTORE. Restore a backup amgbtionally, generate @covery.conf file
for restoringarchived WAL filesfor pointin-time recoverySee Sectio®.4.8
1 DELETE. Delete a backuee Sectios.4.9

Forinstructions andhformation on using the BART WAL scanner, see Sechén

There are a number of general BART options that cajivemimmediately following
specificationof thebart program.

Following the general BART options, if any are given, you can specify a BART
subcommand. When invoking a subcommand, the subcommand nameiisseaséive
(that is, the subcommand can be spedifn uppercase, lowercase, or mixed case).
Each subcommand has a numbeit©bwn applicabl®ptions thaarespecified
following the subcommandll options are available in both singbdaracter and mutti
character forms.

The option keywords mugeneally be in lowercase except when specified differently in
this chapter.

The general syntax fanvoking BART is thefollowing:

bart [ gen_option ].. [ subcnd ][ subcnd _option ]..
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When invoking BART, the current user must be the BART user account agddsn
Step 2 of Sectiod.1

Though recommended thiie BART_HOMBIn directorybeincluded in the BART user
a c ¢ 0 BATHedwronment variabldhebart program can be invoked from
BART_HOMBIn asthe current workinglirectory. The invocatiostepswould appear as
follows:

cd BART_HOMBIn
export PATH= .. $PATH
Jbart [ gen_option ]...[ subcmd ][ subcmd_option ...

Note: The commanéxport PATH= .. $PATHis neededor including the current
working directoryBART_HOMBin in thePATH This is required since invocation of the
bart program for certaiBART subcommands calteebart - scanner program

located witln BART _HOMIn

Note: If execution of BART subcommands fail with the following error message, then
LD_LIBRARY_PATHneeds to be set to include tligpoq library directory:

/bart: symbol lookup error: ./bart: undefined symbol: PQping
Set theLD_LIBRARY_PATHenvironment variable for the BART user account to include

the directory containing thidpq library. This directoryis
POSTGRES_INSTALL_HOMB as shown by the following example:

export LD_LI  BRARY_PATH=/opt/PostgresPlus/9.5 AS/lib/:$LD_LIBRARY_PATH

It is suggested thalhe PATHand theLD_LIBRARY_PATHenvironment variableettings
be placed i n t herofBeAFedStapSimBectitlc ount 6s p

The following are the general BART options denotedeas option  in the preceding
syntax diagrams.

Options
-h, - help

Displays general syntax and information on BART usage.
-V, -- version

Displays the BART version information.

-d, -- debug
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Displays debugging output while executing BART subcommands.

-c,-- config - path config_file_path
Specifiesconfig_file_path as the full directory path @BART configuration
file. Use this option if you @ not want touse thedefaultBART configuration file

BART_HOMEetc /bart.cfg

The following examples illustrate the previously described i@ysvoking BART. The
BART user account isartuser  in these examples.

$ su bartuser

Password:

$ export LD_LI BRARY_PATHmpt/PostgresPlus/9. 5ASIib/:$LD_LIBRARY_PATH
$ cd /usr/edb / bart/bin

$ export PATH= .. $PATH

$ ./bart SHOW - SERVERS

Run BART from any current working directory:

$ su bartuser

Password:

$ export LD_LI BRARY_PATH=/opt/PostgresPlus/9. 5ASIib/:$LD_LIBRARY_PATH
$ export PATH=/usr/edb / bart/bin:$PATH

$ bart SHOW - SERVERS

Use a BART configuration file other th@\RT_HOMEtc/bart.cfg

$ su bartuser

Password:

$ export LD_LI BRARY_PATH=/opt/PostgresPlus/9. 5AYlib/:$LD_LIBRARY_PATH
$ export PATH=/usr/edb / bart/bin:$PATH

$ bart - c/home/bartuser/bart.cfg SHOW - SERVERS

The following section describes the BART subcommands.

5.4 BART Subcommand s
This section descrilsethe syntax and usage of the BART subcommands.

All subcommands support a help optiem(-- help ). If the help options specified,
information is displayed regarding that particular subcommand. The subcommand, itself,
is not executed.

The following is an example of the help option for BRRCKUPsubcommand:

- bash - 4.2$ bart BACKUP -- help
bart: backup and recovery tool

Usage:
bart BACKUP [OPTION]...
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Options:

-h, -- help Show this help message and exit

-s, -- server Name of the server or ‘all' (full backups only) to specify all
servers

-F, -- format=p|t Backup output format (tar (default) or plain)

-z, -- Qgzip Enables gzip compression of tar files

-c¢, -- compress - level Specifies the compression level (1 through 9, 9 being best
compression)

-- backup - name Specify a friendly name for the current backup

-- parent Specify parent backup for incremental backup

-- check Verify checksum of required mbm files

Note: In the following sections, the help option is omitted from the syntax diagrams fo
the purpose of prading clarity for the subcommand options.

For clarity, he syntax diagrams also show only the sirgylaracte form of the option
TheOptions subsectioa listboth the singleharacter and mutcharacteforms of the
options.

5.4.1 CHECK-CONFIG

The CHECKCONFG subcommand checks the parameter settings in the BART
configuration fileas well aghe database serveonfigurationfor which the- s option is
specified.

bart CHECK - CONFIG[ is server _name ]

When the s option is omitted, e global sectiorwhich congains parameters including
bart_host , backup_path , andpg_basebackup_path  are checked.

When the-s option is specified, the parameters in the specified server section are
checkedIn addition, certaimostgresgl.conf parameters fathe database server must
beproperly setand the database server mustabgvated for certain processdhese
requirements include the following:

1 Thecluster_owner  parameter mudie set to the user account ownthg
database cluster directory.

1 A passwordess SSH/SE connectiao must be sdietween the BART user and

theuser account specified by thiester owner parameter

A database superuser must be specified by the B4SRT parameter.

Thepg_hba.conf file must contain a replication entry for the database

superuser specifidaly the BARTuser parameter.

Thearchive_mode parameter in thpostgresgl.conf file must be enabled.

1 Thearchive_command parameter in thpostgresqgl.auto.conf or the
postgresql.conf file must be set.

1 Theallow_incremental_backups parameter in the BART coiguration file
must be eabled for database servers for which incremental backups are to be
taken.

= =

=a
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1 Archiving of WAL files to the BART backup catalog must be in process.
1 The WAL scanner program must be running.

The CHECK CONFIGsubcommand displays an erroessage if the required
configuration is not properly set.

Options
-s,-- server server _name

server _name is the name of the database setedve checked for proper
configuration If the option is omitted, the settings of the global section of the
BART configuration file are checked.

Example

The following example showsuccessfuthecking of the global section of the BART
configuration file:

bash - 4.1$ bart CHECK - CONFIG

INFO: Verifying that pg_basebackup is executable

INFO: success - pg_basebackup(/opt/Post gresPlus/9.5AS/bin/pg_basebackup)
returns version 9.500000

The following example showauccessful checking of a database server:

bash - 4.1$ bart CHECK - CONFIG - s mktg

INFO: Checking server mktg

INFO: Verifying cluster_owner and ssh/scp connectivity

INFO:  success

INFO: Verifying user, host, and replication connectivity

INFO: success

INFO: Verifying that user is a database superuser

INFO: success

INFO: Verifying that cluster_owner can read cluster data files

INFO: success

INFO: Verifying that you have permission to write to vault
INFO: success

INFO: /opt/backup/mktg

INFO: Verifying database server configuration

INFO: success

INFO: Verifying that WAL archiving is working

INFO: success

INFO: Verifying that bart - scanner is configured and running
IN FO: success

5.4.2 INIT

TheINIT subcommand creates tBART backup cataloglirectory INIT sesthe
Postgresarchive_command configuration parametdrased upon thgettingof the
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BART archive_command parametem theserver section of thBART configuration
file. TheINIT subcommand also rebuilds tBART backupinfo file.

bart INIT [ is{ server _name |all}] [ -0]
[ -r [ -i{ backup _id | backup_name | all}] ]

Note: Do not invoke theNIT subcommand while the BARBACKUPsubcommand is in
progress. Backupaffected by the backup processl be skipped andgnored by the
INIT subcommand.

When theNIT subcommand is invoked, several different actions may be performed
simultaneouslyThe following summarizethe actions performed under certain
conditions anaptions

When theNIT subcommand is invokethe following actioris alwaysperformed:

1 For the server specified by the option, or for all servers it sall is specified
or the- s option is omitted, the BART backup catalog directstryictureis
compleeddown to thearchived_wals  subdirectonyif it does not already exist.

When theNIT subcommand is invokedithoutthe-r option, the following actiois
alwaysperformed:

1 For the server specified by theoption, or for all serversifs all is specifi@
or the- s optionis omitted, an attempt is made to set Bustgres
archive_command configuration parametelf the archive_command
parameters alreadyset(in other wordsarchive_command is set to a command
string in either th@ostgresql.conf file or the postgresql.auto.conf
file), then the existingrchive_command settingis not replaced witthe BART
archive_command settingunlessthe- o optionis specified as wellSee Section
4.2.3.2for additional information.

When tle INIT subcommand is invoked with theoption, the following action ialways
performed:

1 For the server specified by the option, or for all servers s all is specified
or the- s option isomitted, the backupinfo file is recreated for all backupthd
-i option is induded, then the backupinfo fils recreatedor the specified
backup

TheBART backupinfo filenamedbackupinfo isinitially created by th@ACKUP
subcommand ancbntainghe backup information usdxy BART.

WhenINIT -r isinvoked BART rebuilds the backupinfo file using the content of the
backup directory.
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Note: If the backup was initially created with a usifined backup name, and then the
INIT -r option rebuilds that backupinfo file, the uskafined backup name is no longer
avdlable. Thus, future references to the backup must use the integer backup identifier.

The following shows the location of the backupinfo file in a backup subdirectory:

[root@localhost acctg ]# pwd

lopt/backup/  acctg

[root@localhost acctg J#ls -1

total 4

drwx ------ 2 enterprisedb enterprisedb 38 Oct 26 10:21 1477491569966

drwxrwxr - x 2 enterprisedb enterprisedb 4096 Oct 26 10:19 archived_wals

[root@localhost acctg J#ls  -11477491569966

total 61144

-rw-rw-r-- 1 enterprisedb enterprisedb 703 Oct 26 10:19 b ackupinfo

-rw-rw-r-- 1 enterprisedb enterprisedb 62603776 Oct 26 10:19 base.tar

The following is the content of the backupinfo file:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1477491569966

BACKUP NAME: none

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/ acctg /1477491569966

BACKUP SIZE: 59.70 MB

BACKUP FORMAT: tar

BACKUP TIMEZONE:

XLOG METHOD: fetch

BACKUP CHECKSUM(s): 1
ChkSum File
84b3eebh1e3f7b3e75¢c2f689570d04f10 base.tar

TABLESPACE(s): 0

START WAL LOCATION 2/A5000028 (file 0000000100000002000000A5)
STOP WAL LOCATION: 2/A50000CO (file 0000000100000002000000A5)
CHECKPOINT LOCATION: 2/A5000028

BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2016 - 10- 26 10:19:30 EDT

LABEL: pg_basebackup base backup

STOP TIME: 2016 - 10- 26 10:19:30 EDT

TOTAL DURATION: 0 sec(s)

If the backupinfo file is missing, then the following error message appears when a BART
subcommand is invoked:

- bash - 4.2% bart SHOW - BACKUPS
ERROR: 'backupinfo’ file does not exist for backup '1477491 569966'
please use 'INIT - I' to generate the file

The backupinfo file could be missing if tBACKUPsubcommand did not complete
successfully.

Options
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-s,-- server{ server _name |all}

server _name is the name of the database server to whicliNhe actionsare
to be applied. Iall is spedied or if the option is omittedtheactionsare applied
to all servers.

- 0, -- override

Override theexisting activePostgresrchive_command configuration
parametesettingin thepostgresgl.conf file or the

postgres ql.auto.conf file using theBART archive_command parameter
in the BARTconfiguration fle. TheINIT generated archive command string is
written to thepostgresql.auto.conf file. Note: If the archive_mode
configuration parameter is setdff , then the o option must be used to set the
Postgresarchive_command using the BARTarchive_command parameter in
the BART configuration file even if tharchive_command is not currently set
in postgresgl.conf norin postgresql.auto.conf

-r, -- rebuild

Rebuilds the backypinfo file. This file is a text file nameblackupinfo  located in
each backup subdirectory.

-i,-- backupid { backup_id | backup_name | all}

backup_id is an integer, backup identifidrackup_name is the usedefined
alphanumeric name for the backupallf is specifiedor if the option is omitted
the backupinfo file®f all backupdor the database servers specified by-the
option are recreated. Thé option can only be used with the option.

Example 1 (archive_command)

The following example completéise BART backup catalog directory asets the
Postgresarchive_command using the defduBART archive command formaif scp

%p %h:%a/%f. The default BART archive command format is used when the BART
archive_command parameter is not explicitly included assigned a command string
within the server section of the BART configuration file.

The following is the BART configuration file:

[BART]

bart_host = bartuser@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebac  kup
logfile = /tmp/bart.log

scanner_lodfile = /tmp/bart_scanner.log
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[ ACCTG

host = 127.0.0.1

port = 5444

user = repuser

cluster_  owner = enterprisedb
description =" Accounting

Thearchive_mode andarchive_command parameterfn the database server are set
as follows:

edb=# SHOW archive_mode;
archive_mode

on
(1 row)

edb=# SHOW archive_command;
archive_command

TheINIT subcommand is invokedhe- o option is not necessary sinaghive_mode
ison andarchive_co mmandis not set.

[bartuser@localhost ~]$ bart INIT
INFO: setting archive_command for server ' acctg '
WARNING: archive_command is set. server restart is required

The BART backup catalodirectory structurés completed:

[root@localhost opt]# pwd

/opt

[root @Ilocalhost opt]# Is - | backup

total 4

drwx ------ 3 bartuser bartuser 4096 Apr 3 16:44 acctg
[root@localhost opt]# Is - | backup/  acctg

total 4

drwx ------ 2 bartuser bartuser 4096 Apr 3 16:44 archived_wals

Reload he databasserver configuration(Restarof the database server is not necessary
to reset only tharchive_command parameter.)

[root@localhost opt]# service ppas-9.5 reload

ThePostgresarchive_command is now sets follows:

edb=# SHOW archive_command;
archive_command

scp %p bartuser@192.168.2.22:/opt/backup/ acctg /archived_wals/%f
(1 row)
Thenewcommand string is written to tip@stgresql.auto.conf file:
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# Do not edit this file manually!
# It will be overwritten by ALTER SYSTEM command.
archive_command = 'scp %p bartuser@192.168.2.22:/opt/backup/ acctg /archived_wals/%f'

Example 2 (archive_command)

The following exampl®verridesan existing, activearchive commandy resettingthe
Postgresarchive_command parametefrom theBART archive_comman d ='cp
%p %a/%f' parameter in the BART configuration file.

The following is the BART configuration file:

[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup_edb

pg_baseback up_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

[ ACCTG

host = 127.0.0.1

port = 5444

user = repuser

cluster_  owner = enterprisedb
archive_command = 'cp %p %a/%f"
description =" Accounting

Thearchive_mode andarchive_command parameters in the database server are set
as follows:

edb=# SHOW archive_mode;
archive_mode

on
(1 row)

edb=# SHOW archive_command;
archive_command

scp %p bartuser@192.168.2.22:/opt/backup/ acctg /archived_wals/%f
(1 row)

TheINIT subcommand is invoked with the optionto override the curreRostgres
archive_command setting.

- bash - 4.1 $ bart INIT -s acctg -0
INFO: setting archive_command for server ' acctg
WARNING: archive_command is set. server restart is required

Reload he database serveonfiguration (Restart of thelatabase serves not necessary
to resetonly thearchive_comma nd parametej.

[root@localhost tmp]# service ppas-9.5 reload
ThePostgresarchive_command is now set as follows:
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edb=# SHOW archive_command;
archive_command

cp %p /opt/backup_ edb/ acctg /archived_wals/%f
(1 row)

Thenewcommand string is written to th@stgresgl.auto.conf file:

# Do not edit this file manually!
# It will be overwritten by ALTER SYSTEM command.
archive_command = 'cp %p /opt/backup_edb/ acctg /archived_wals/%f"

Example (rebuild backupinfo option)

The followingexample rebuilds the backupinfo filettie specified backufpr database
serveracctg .

- bash - 4.1% bart INIT -s acctg -r -1i1428346620427
INFO: rebuilding BACKUPINFO for backup '1428346620427' of server ' acctg '
INFO: backup checksum: ced59b72a7846ff8fb8afb6922c70649 of base.tar

The following example rebuilds the backupinfo dite all backups for all database
servers.

- bash - 4.1$ bart INIT -r

INFO: rebuilding BACKUPINFO for backup '1428347191544' of server ' acctg '
INFO: backup checksum: 1ac5c61f055¢910db314783212f2544f of base.tar

INFO: rebuilding BACKUPINFO for backup '1428346620427' of server ' acctg '
INFO: backup checksum: ced59b72a7846ff8fb8afb6922c70649 of base.tar

INFO: rebuilding BACKUPINFO for backu p ‘1428347198335’ of server ' dev'’
INFO: backup checksum: a8890dd8ab7e6be5d5bc0f38028a237b of base.tar

INFO: rebuilding BACKUPINFO for backup '1428346957515' of server ' dev'’

INFO: backup checksum: ea62549cf090573625d4adeb7d919700 of base.tar

5.4.3 BACKUP

TheBACKUPsulcommands used tacreate dull backupor an incremental backup.

bart BACKUPis { server _name |all O -F{p]|t}]
[ -z ] [ Tc compression_level ]
[ -- parent { backup _id | backup_name } ]
[ -- backup - name backup_name ]
[ -- thread -count number_of threads ]
[{ -- with -pg_basebackup | -- no-pg_basebackup }]
[ -- check]

By default, he target formais a tarfile.

The backup is saved in the directory formed by
backup_path /server_name /backup_id wherebackup_path is the value assigned
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to thebackup_path parametem theBART configuration file server_name is the
lowercase name of the database server as listed in the configuration fibeckunal id
is an integer, backup identifier assigned by BART to the particular backup.

MD5 checksura of thefull backupand any usedefined tablespaces aawed as welfor
tar backups

While aBACKUPsubcommandk in progress, no other processes are alldoedcess or
interfere with theaffectedbackups. Therefore any of the following subcommandsied
while a backup is inqegress will skip antgnore thosaffectedbackusi INIT , SHOW
BACKUPSVERIFY- CHKSUMMANAGEAaNdDELETE

Before performing the backup, BART chec¢&sensurdhat there is enough disk space to
completely store the backup inretBART backup catalog. If BART detects that there is
not enough disk space, then an error message is displayed as shown by the following:

edb@localhost bin]$ ./bart backup -s mktg - Ft

WARNING: xlog_method is empty, defaulting to global policy

ERROR: backu p failed for server ' mktg '

free disk space is not enough to backup the server ' mktg '

space available 13.35 GB, approximately required 14.65 GB

No backup files are copied to the BART backup catalog when this shortage of disk space
is detected.

Note: Although this capability to check and warn if there is not enough disk space
available before copying backup files is provided withRA€KUPsubcommand, the
RESTORBubcommand does not have this same capability. Thus, it is possible that the
RESTORBubcommandnay result in an error while copying files if there is not enough
disk space available

In thepostgresql.conf file, be sure theval_keep_segments configuration
parameters set to a sufficiently large value, otherwise you may encounter the following
errorduring usage of thBACKUPsubcommand:

ERROR: backup failed for server ' mktg '

command failed with exit code 1

pg_basebackup: could not get transaction log end position from server: ERROR:

requested WAL segment 00000001000000D50000006B has already been re moved

A low setting of theval_keep_segments configuration parameter may result in the
deletion of some WAL files befothe BARTBACKUPsubcommanthas had a chance to
save them to the BART backup catalog.

For information about theal_keep_segments paraméer, see th&®ostgreSQL Core
Documentatioravailable at:
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https://www.postgresaql.org/docs/10/static/runtinomfig-replication.html

If in the BART configuration fileparametesettingxlog_method =stream applies to a
given database servetreaming of the transaction log in parallel with creation of the
backup is performetbr that database servetherwisethe transaction log files are
collected upon completion ofétbackupSee Sectiod.1 for global setting of
xlog_method . See Sectiod.2.5for setting ofxlog_method by database server.

Note: If the transaction log streaming method is used; thp optionfor a plain text
backup formamust be specified with ttRACKUPsubcommand.

Options

- s, -- server{ server _name |all}

server _name is the mme of the database server to be backed up as specified in

the BART configuration filelf all is specified, all seers are backed uplote:

If all is specified, and eonnection to @atabase server listed in the BART
configuration filecannot be openethe backup fothat database server is
skipped, but théackup operationontinues for theother database serverel
following error message is displayed when a database server connection fails:

ERROR: backup failed for server ' mktg '
connection to the server failed: could not connect to server: Connection refused
Is the server running on host "172.16.114.132" and accepting

TCP/IP connections on port 5444?
-F,-- format{p |t}

Specifies the backup file format. Ugdor plain text ornt for tar. If the option is
omitted, the default is tar formadtiote: For taking incremental backups, the p
option must be Hgxified.

-z, - gZIp
Specifies usage ofzgp canpression on the tar file output usithgg default

compression levelThe default compression level is typicallyThis option is
applicable only for the tar format.

-c,-- compress -level compression_level
Spedfies thegzip compression levedn the tar file outputtompression_level

is adigit from 1 through 9, inclusive, with 9 being the best compresgSiais.
option is applicable only for the tar format.

-- parent { backup_id | backup_name }
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backup_id is the htegerbackup identifieof aparent backupackup_name is
the userdefined alphanumeric name of a parent bacBpecify this option to

take an incremental backuphe parent is a backup taken prior to itheremental
backupcurrentlybeing invoked. The@arent backup can be either a full backup or
an incremental backuphei F p option must be specified as well since an
incremental backup can only be taken in plain text forhate: An incremental
backup cannot be taken on a standby database seeaSection2.2for

additional information on incremental backups.

-- backup - name backup _name

Userdefined friendly name to be assigned to the backupsihan alphanumeric
string that may include the following variables to bhbstitutedoy thetimestamp
values when the backup is taken%yjear 1 4-digit year, 26month 1 2-digit

month, 3)%day 1 2-digit day, 4)%hour T 2-digit hour, 5)%minute T 2-digit

minute, and 6Ysecond T 2-digit secondTo include the percent sigfj(as a

character in the backup name, speétfpn thealphanumeric stringenclose the

string in single quotes | or double quotes | if it contains space charactetdse

of space characters, however, then requires enclosing the backup name in quotes
whenreferenced with thei option by other subcommandhe maximum

permited length of backup hames4i8 characters.

This optionoverrides thévackup_name parameter in the server sectiortioé
BART configuration file If the-- backup - name optionis not speified, andthe
backup_name parameters not sefor this database servertine BART
configuration file then thebackup can only beeferencedn other BART
subcommandby theBART assignedinteger backup identifier.

-- thread - count number_of threads

If the-- thread - count option is specifiedpumber_of threads s the

number of worker threads to run in parallel to copy blocks for a batfkine. --
thread - count option is omitted, then thteread count  parameter in the
BART configuration fileapplicable tahis database server is used. If
thread_count  is not enabled for this database server, thethtkad count
setting in the global section of the BART configuration file is used. If this is not
set as well, the default number of threadk. iISee sectiond.1 and4.2.5for
information on thehread_count  parameter.

-- with - pg_basebackup

Specifies thapg_basebackup is to be usetb take a full backuplhe number of
thread counts in effect ignoredasgiven by thehread _count  parameter in
the BART configuration file (see sectiofisl and4.2.5. Note: When taking a
full backup, if the thread count in effectgeeater than, then the

pg_baseba ckup utility is notused to take the full backyparallel worker
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threads are usedhless the- with - pg_basebackup option is specified with
theBACKUPsubcommand.

-- no- pg_basebackup

Specifies thapg_basebackup is not to be used to take a full backimte:
When taking a full backup, if the thread count in effect is anihen the
pg_basebackup utility is used to take the full backup unless th@o-
pg_basebackup option is specified with thBACKUPsubcommand.

-- check

Before taking an incremental backweyifies that the required MBM files are

present in the BART backup catalog. A message is displayed informing that the

incremental backup can be successfully taken or that it will fail --Therent
option must be specified when thecheck option is usedAn actual incremental
backup is not taken when thecheck option is specified.

Example

The following example createdal backup in the default tar formaith gzip
compressionNote that checksums are generated fofulebackup and usetefined
tablespaces for the tar format backup.

- bash - 4.2$ bart BACKUP  -s mktg -z

DEBUG: Server:  acctg , No. Backups 8

DEBUG: Server:  hr, Now: 2016 - 10- 27 10:41:07 EDT, RetentionWindow: 345600 (secs) ==> 96
hour(s)

DEBUG: Exec Command: /opt/PostgresPlus/ 9.5AS /bin/pg_ba sebackup -- version

INFO: creating backup for server' mktg '

INFO: backup identifier: '1477579267918"

DEBUG: internal backup Command to be execute:

'lopt/PostgresPlus/ 9.5AS /bin/pg_basebackup - D /opt/backup/ mktg /1477579267918 - X fetch
P -Ft -z -d"host=19 2.168.2.24 port=5443 user=repuser" "'

55006/55006 kB (100%), 3/3 tablespaces

INFO: backup completed successfully

DEBUG: Exec Command: tar - C /opt/backup/ mktg /1477579267918 - xzf
lopt/backup/  mktg /1477579267918/base.tar.gz backup_label

WARNING: log_timezone is not set in the server, using the local timezone information

DEBUG: calculate checksum for backup ‘/opt/backup/ mktg /1477579267918

DEBUG: calculating checksum of file ‘/opt/backup/ mktg /1477579267918/17283.tar.gz'
INFO: backup checksum: 4f69a5f2ed7092ae de490de040e685fb of 17283.tar.gz

DEBUG: calculating checksum of file ‘fopt/backup/ mktg /1477579267918/17284 .tar.gz'
INFO: backup checksum: 103e1e39003e0eb6acadl1d4f791be45 of 17284.tar.gz

DEBUG: calculating checksum of file ‘/opt/backup/ mktg /1477579267918/ base.tar.gz'

INFO: backup checksum: 6b5efb3e701ac30372db74e3ad8eac?21 of base.tar.gz
WARNING: cannot get the tablespace(s) information for backup '1477579267918'
DEBUG: start time: 1477582868, stop time: 1477582870, duration: 2

DEBUG: Backup Info file crea ted at ‘/opt/backup/ mktg /1477579267918/backupinfo’
INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1477579267918

BACKUP NAME: none

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/ mktg /1477579267918

BACKUP SIZE: 5.45 MB

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 11¢€



EDB Postgres Backup and Recovery Guide

BACKUP FORMAT: tar. gz

XLOG METHOD: fetch

BACKUP CHECKSUM(s): 3

ChkSum File
4f69a5f2ed7092aede490de040e685fb  17283.tar.gz
103e1e39003e0ebbacad11d4f791bed5 17284.tar.gz
6b5efb3e701ac30372db74e3ad8eac21l base.tar.gz

TABLESFACE(S): 4294967295

START WAL LOCATION: 000000010000000200000051
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2016 - 10- 27 10:41:08 EDT

STOP TIME: 2016 - 10-27 10:41:10 EDT

TOTAL DURATION: 2 sec(s)

The following shows the directogontaining theull backup:

- bash - 4.2$ pwd

/opt/backup

-bash-4.2%1s -1 mktg

total 4

drwx ------ 2 enterprisedb enterprisedb 79 Oct 27 10:41 1477579267918

drwxrwxr - x 2 enterprisedb enterprisedb 4096 Oct 27 10:41 archived_wals

The following example shows the creation ofudl backup while streaming the
transaction log.

Note that the F p option must be specified with tlBACKUPsubcommand when
streaming is used.

- bash - 4.2$ bart BACKUP  -s ACCTG-Fp

DEBUG: Server:  acctg , No. Backups 8

DEBUG: Server:  hr, Now: 2016 -10-27 10:4 6:36 EDT, RetentionWindow: 345600 (secs) ==> 96
hour(s)

DEBUG: Exec Command: /opt/PostgresPlus/ 9.5AS /bin/pg_basebackup -- version

INFO: creating backup for server ' acctg '

INFO: backup identifier: '1477579596637"

DEBUG: internal backup Command to be execut e:

'lopt/PostgresPlus/ 9.5AS /bin/pg_basebackup - D /opt/backup/ acctg /1477579596637/base
stream -P -Fp -d"host=127.0.0.1 port=5444 user=enterprisedb" '

40145/40145 kB (100%), 1/1 tablespace

INFO: backup completed successfully

WARNING: log_timezone is not set in the server, using the local timezone information
DEBUG: start time: 1477583196, stop time: 1477583197, duration: 1
DEBUG: Backup Info file created at '/opt/backup/ acctg /1477579596637/backupinfo’
INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACHKJUP IDENTIFIER: 1477579596637

BACKUP NAME: acctg _2016 - 10- 27T10:46:36

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/ acctg /1477579596637
BACKUP SIZE: 54.50 MB

BACKUP FORMAT: plain

XLOG METHOD: stream

BACKUP CHECKSUM(s): 0

TABLESPACE(s): 0

START WAL LOCATION: 0000000100000001000000EC

BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2016 - 10- 27 10:46:36 EDT

STOP TIME: 2016 -10-27 10:46:37 EDT
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TOTAL DURATION: 1 sec(s)

The following example shows tlssignmenof a userdefinedbackup namevith the--
back up- name option

- bash - 4.2$ bart BACKUP -s acctg -- backup - name acctg _%year - %month- %day
INFO: creating backup for server ' acctg '

INFO: backup identifier: '1482700280852'

60944/60944 kB (100%), 1/1 tablespace

INFO: backup completed successfully
WARNING: | og_timezone is not set in the server, using the local timezone information
INFO: backup checksum: e47107a0677dcc5acb8de40d66058e65 of base.tar
INFO:
BACKUP DETAILS:
BACKUP STATUS: active
BACKUP IDENTIFIER: 1482700280852
BACKUP NAME: acctg _2016-12- 25
BAKUP PARENT: none
BACKUP LOCATION: /opt/backup/ acctg /1482700280852
BACKUP SIZE: 59.52 MB
BACKUP FORMAT: tar
XLOG METHOD: fetch
BACKUP CHECKSUM(s): 1
ChkSum File
e47107a0677dcc5ach8de40d66058e65 base.tar

TABLESPACE(s): 0

START WAL LOCATION: 000000010000000100000045
STOP WAL LOCATION: 000000010000000100000045
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2016 -12-2516:11:21 EST

STOP TIME: 2016 -12-2516:11:21 EST

TOTAL DURATION: 0 sec(s)

The following shows amcremental backup taken by specifying theparent option
The- F p option must be specified as well for plain text format.

- bash - 4.1$ bart BACKUP -shr -Fp -- parenthr_full_1 -- backup - name hr_incr_1
INFO: creating incremental backup for server 'hr'

IN FO: checking mbm files /opt/backup/hr/archived_wals
INFO: new backup identifier generated 1490819642608
INFO: reading directory /opt/backup/hr/archived_wals
INFO: all files processed

NOTICE: pg_stop_backup complete, all required WAL segments have been archived
INFO: incremental backup completed successfully
INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1490819642608

BACKUP NAME: hr_incr_1

BACKUP PARENT: 1490819418664

BACKUP LOCATION: /opt/backup/hr/1490819642608
BACKUP SIZE: 16.53 M B

BACKUP FORMAT: plain

BACKUP TIMEZONE: US/Eastern

XLOG METHOD: fetch

BACKUP CHECKSUM(s): 0

TABLESPACE(s): 0

START WAL LOCATION: 000000010000000000000007
STOP WAL LOCATION: 000000010000000000000007
BACKUP METHOD: pg_start_backup

BACKUP FROM: master

START TIME: 2017 - 03-29 16:34:04 EDT

STOP TIME: 2017 -03-29 16:34:05 EDT
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TOTAL DURATION: 1 sec(s)

5.4.4 SHOW-SERVERS

The SHOWSERVERSubcommandlisplays thenformation forthe managed database
serverdisted in the BART configuration file

bart SHOW - SERVERS[ is{ ser ver _name |all o]
The default action is to show all servers.
Options
- s, -- server{ server _name |all}

server _name is the name of the database server whose BART configuration
information is to be displayed. dfl is specified or if the option is omitted
information for all database servers is displayed.

Example

The following example shows alatabasservers managed by B

- bash - 4.2% bart SHOW - SERVERS

SERVER NAME : acctg

BACKUP FRIENDLY NAME: acctg_%year - %month- %dayT%hour:%minute
HOST NAME :127.0.0.1

USER NAME : enterprisedb

PORT 15444

REMOTE HOST :

RETENTION POLICY : 6 Backups

DISK UTILIZATION :0.00 bytes

NUMBER OF ARCHIVES : 0

ARCHIVE PATH : lopt/backup/acctg/archived_wals
ARCHIVE COMMAND : (disabled)
XLOG METHOD : fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(s) :
INCREMENTAL BACKUP : DISABLED

DESCRIPTION : "Accounting"

SERVER NAME :hr

BACKUP FRIENDLY NAME: hr_%year - %month- %dayT%hour:%minute
HOST NAME :192.168.2.24

USER NAME : postgres

PORT : 5432

REMOTE HOST : postgres@192.168.2.24

RETENTION POLICY : 6 Backups

DISK UTILIZATION : 0.00 bytes

NUMBER OF ARCHIVES : 0

ARCHIVE PATH : lopt/bac kup/hr/archived_wals
ARCHIVE COMMAND : (disabled)
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XLOG METHOD - fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(s) :
INCREMENTAL BACKUP : DISABLED

DESCRIPTION : "Human Resources"

SERVER NAME : mktg

BACKUP FRIENDLY NAME: mktg_%year - %month- %dayT%hour:%minute
HOST NAME :192.168.2.24

USER NAME : repuser

PORT 15444

REMOTE HOST : enterprisedb@192.168.2.24

RETENTION POLICY : 6 Backups
DISK UTILIZATION : 0.00 bytes
NUMBER OF AREIVES : 0

ARCHIVE PATH : lopt/backup/mktg/archived_wals
ARCHIVE COMMAND : (disabled)
XLOG METHOD : fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(S) :
INCREMENTAL BACKUP : DISABLED
DESCRIPTION : "Marketing"

5.4.5 SHOW-BACKUP S

The SHOWBACKUPSubcommand displays the backup information for the managed
database servers.

bart SHOW - BACKUPS [ 1s{ server _name |all}]
[ -i{ backup _id | backup_name | all}]
[ -t]

If all options are omittedhe default action is to show &lackups of all servemsith the
exception as described by the following note:

Note: If SHOWBACKUPSs invoked while the BARBACKUPsubcommand is in
progress, backups affected by tteekup processhow an in progress status in the
displayed backup infonation
Options
- s, -- server{ server _name |all}
server _name is the name of the database server whose backup information is to
be displayed. I&ll is specified or if the option is omittethe backup

information for all database servers is displayed

-i,-- backupid { backup_id | backup_name | all}
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backup_id is an integerbackup identifierbackup_name is the usedefined
alphanumeric name for the backuipall is specified or if the option is omitted,
all backup information for the relevant databasevar is displayed.

-t,-- toggle

Display more comprehensive backup information in list farrif omitted, the
default is a briefettabularformat

Example

The following example showe backup from database serdev :

- bash - 4.2$ bart SHOWBACKUPS- s dev
SERVER NAME BACKUP ID BACKUP NAME BACKUPPARENT BACKUP TIME
BACKUP SIZE WA L(s) SIZE WAL FILES STATUS

dev 1477579596637 dev_2016 - 10- 27T10:46:36 none 2016- 10- 27
10:46:37 EDT 54. 50MB 96.00MB 6 active

The following example shasymore detailed information using the option.

- bash - 4.2% bart SHOW - BACKUPS-s dev -i1477579596637 -t
SERVER NAME : dev

BACKUP ID : 1477579596637

BACKUP NAME :dev_2016 -10-27T10:46:36
BACKUPPARENT : none

BACKUP STATUS : active

BACKUP TIME : 2016 -10- 27 10:46:37 EDT
BACKUP SIZE :54.50 MB

WAL(S) SIZE :80.00 MB

NO. OF WALS :5

FIRST WAL FILE : 0000000100000001000000EC
CREATION TIME :2016 -10-27 10:46:37 EDT
LAST WAL FILE : 0000000100000001000000F0
CREATION TIME :2016 -10-27 11:22:01 EDT

The following example shows a listing of an incremental backup along with its parent
backup.

- bash - 4.2$ bart SHOW - BACKUPS
SERVER NAME BACKUP ID BACKUP NAME BAKUP PARENT BACKUP TIME
BACKUP SIZE WA L(s) SIZE WAL FILES STATUS

acctg 1477580293193 none acctg_2016 -10-27 2016- 10- 27
10:58:13 EDT 16.45MB 16 .o0omMB 1 active

acctg 1477580111358 acctg _2016- 10- 27 none 2016 -10- 27
10:55:11 EDT 59.71MB 16.00MB 1 active

The followingshows the complete, detailed information of itlerementabackup and
the parentbackup.

- bash - 4.2% bart SHOW - BACKUPS-t
SERVER NAME : acctg

BACKUP ID : 1477580293193
BACKUP NAME : none
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BACKUPPARENT : acctg 2016- 10- 27
BACKUP STATUS : active

BACKUP TIME : 2016 -10- 27 10:58:13 EDT
BACKUP SIZE :16.45 MB

WAL(S) SIZE :16.00 MB

NO. OF WALS :1

FIRST WAL FILE : 0000000100000002000000D9
CREATION TIME :2016 -10-27 10:58:13 EDT
LAST WAL FILE : 0000000100000002000000D9
CREATION TIME :2016 -10-27 10:58:13 EDT

SERVER NAME : acctg

BACKUP ID : 1477580111358

BACKUP NAME : acctg_2016 -10- 27
BACKUPPARENT : none

BACKUP STATUS : active

BACKUP TIME : 2016 -10- 27 10:55:11 EDT
BACKUP SIZE :59.71 MB

WAL(S) SIZE :16.00 MB

NO. OF WALS :1

FIRST WAL FILE : 0000000100000002000000D8
CREATION TIME :2016 -10-27 10:55:12 EDT
LAST WAL FILE : 00000 00100000002000000D8
CREATION TIME :2016 -10-27 10:55:12 EDT

5.4.6 VERIFY-CHKSUM

TheVERIFY- CHKSUNMubcommand verifies the MD5 checksof thefull backupsand
any userdefined tablespaces fthre specified database sereeifor all database servers

bart VER IFY - CHKSUM
[ Ts { server _name |all}]
[ -i{ backup _id | backup_name | all} ]

The checksum is verifiebly comparing tha current checksum of the backagainst the
checksum when the backup was taken.

TheVERIFY- CHKSUNMubcommand is not applicabledlain format backupst is only
used for tar format backups

Note: If VERIFY- CHKSUNs invoked while the BARBACKUPsubcommand is in
progress, backups affected by tteekup process will be skipped aigdored by the
VERIFY- CHKSUMubcommand.

Options

-s,-- server { server_name |all}
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server _name is the name of the database server whose tar backup checksum
areto be verifiedlIf all is specified or if the s option is omitted, the checksums
are verified for aldatabasservers.

-i,-- backupid { backup_i d | backup_name | all}

backup_id is the integerbaclup identifier of a tar formé&ull backup whose
checksum is to be verifiemlong with any usedefined tablespaces

backup_name is the usedefined alphanumeric name for thél backup.If all

is spedied or if the-i option is omittedthe checksums of all tar backups for the
relevant database server are verified.

Example

The following example verifies the atlkesum of all tar formalbackupsof the specified
database server.

- bash - 4.1% bart VERIFY - CHKSJM-s acctg -iall
SERVER NAME BACKUP ID VERIFY

acctg 1430239348243 OK
acctg 1430232284202 OK
acctg 1430232016284 OK
acctg 1430231949065 OK
acctg 1429821844271 OK

5.4.7 MANAGE

The MANAGBubcommane@valuatesmarks, and delesdoackups basedponthe
retention policy TheMANAGBubcommand alsimvokescompres®n onthe archived
WAL files based upon the@al_compression  parameter.

bar t MANAGE[ T1s{ server _name |all}]

[ -11[  -d]
[ -c{keep | nokeep}
-i{ backup _id | backup_name | all}]

[ -n]

Note: Do not invoke thaANAGBubcommand while the BARBACKUPsubcommand is
in progress. Backups affected by tlackup praess will be skipped arignored by the
MANAGBubcommand.

Application of a retention policy is dependent uponrdtention_policy parameter

in the BART configuration fileManagement of backups such as evaluating the backups
according to the retention oy, marking their staus, and deletingbsolete backups are
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then performed with thRIANAGBubcommandSee Sectioh.2for information on
retention policy management.

WAL compression is controlled by thel_compression  paraneter in the BART
configuration file. See sectiodsl and4.2.5for information on setting this parameter.

When theMANAGBubcommand is invoked, several different actions may be performed
simultaneusly. The following summarizes the actions performed under certain
conditions and options.

When theMANAGBubcommand is invokedith no optiors or with onlythe- s optionto
specifyall or a particular database serwbe following actios areperformed

1 For the server specified by the option, or for all servers #s all  is specified
or the- s option is omittedactive backupare markeas obsoletén accordance
with the retention policy.

1 All backups that were marked obsolete or keep prior to imgpkieMANAGE
sutcommand remain marked with the same prior status.

1 If WAL compression is enabled fure database server, then any uncompressed
archived WAL files in the BART backup catalofjithe database servare
compressed with gzip.

When theMANAGBubcommand is invoked with any other opti@sides thes option,
the following actions arperformed:

1 For the server specified by the option, or for all servers #s all  is specified
or the- s option is omittedthe action performed is determinedthg other
specified option (that is,- | to list obsolete backupsd to delete obsolete
backups; c to keep or to returbackups to active status, -an to perform a dry
run of any actio.

1 No markingof activebackuys to obsoletestatusis performed regaless of the
retention policy

1 All backups that were marked obsolete or keep prior to invokinyI&AGE
subcommand remain marked with the same prior status unless timtion
(without the- n option) is specified to change the backup status of theylart
backup or all backup®ferenced withhe-i option.

1 No compressiols applied to anuncompressedrchived WAL fle in the BART
backup catalogegardles®f whether or not WAL compression is enabled

The fdlowing are additionatonsideratioa wha using WAL compression:
1 Compression of archived WAL files is not permitted for database servers on
which incremental backups are to be taken. In other words, parameters

wal_compression  andallow_incremental_backups cannot both have an
enabled effect on thsame database server.
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1 The gzip compression program must be installed on the BART host and be
accessible in theATHof the BART user account.

1 When theRESTORBuUbcommand is invoked, if the option is specified or if the
enabled setting of thebpy_wals _during_restore BART configuration
parameter is in effect for the database server, then the following actionslbccur:
compressedarchived WAL files are stored in the BART backup catalog and the
location to which the WAL files are to be restored is @amote host relative to
the BART host, then the archived WAL files are smauiited acrosthe network to
the remote host in compressed fatnbut only if the gzip compression program
is accessible in theATHof theremoteuser accourthat is used to logto the
remote host when performing tRESTORBperation.This remote user is
specified with either theemote_host parameter in the BART configuration file
(see Sectiod.2.5 or theRESTORE-r option(see Sectio.4.8. Transmission
of compressed WAL files results in less network trafitter the compressed
WAL files are transmitted across the network, RESTOREBubcommand
uncompesses the files fdhe pointin-time recovery operation.

1 If the gzip program is not accessible on the remote hdisé mannerdescribed
in the previous bullet pointhen the compressed, archived WAL files finst
uncompressed while on the BART host, then transmitted across the network to the
remote host in urampressed forat

1 When theRESTORBuUbcommand is invoked without the option and the
disabled setting of theopy_wals_during_restore BART configuration
parameter is in effect for the database server,dhgrcompressedychived
WAL files needed for taRESTORBperaion are usompressedhithe BART
backup catalog. ThencompresseWAL files can then be streamed to the remote
host by theestore_command in therecovery.conf file when the database
server archive recovery begins.

Options

- s, -- server{ server _name |all}

server _name is the name of the database server tekvtheactiors are to be
applied. Ifall is specifed or if the- s option is omitted, thactiors are applied
to all databasservers.

, - list - obsolete

List the backups marked as okete

-d, -- delete - obsolete

Delete the backups marked as obsol€les action physicsy deletes the backup
along with its archived WAL filesand any MBM files for incremental backups
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- C,-- change - status { keep | nokeep }

Changethe status of a backup keep to retainit indefinitely. Specifynokeep to
change the status ofybackup regardless of its current marked stahag;kto
active status. The backup can thendevaluated angossibly bemarkedto
obsoleteaccording to the retention poliby subsequent usage thie MANAGE
subcommandNote: Thei i option mustlsobe specified when using the
option.

-i,-- backupid { backup_id | backup_name | all}

backup_id is an integer, backup identifidrackup_name is the usedefined
alphanumeric nami®r the backup. I&ll is specified, the actions are applied to
all backupsNote: The- i option must only be used with the option.

-n,-- dry -run

Displays the resudtas if the operatiowasperformed, however, nchanges are
actually madeln other wods, a test run is performed so that you can see the
resultsprior to actually implemeing the actionsThus,- n specified with the d
option displays which backups would be deleted, baesdmt actually delete the
baclkups.Specifying the n option with he- ¢ option displays the keep or nokeep
action, but doenot actually change the backfrpm its current status. Specifying
- n alonewith no other optionspr with only the- s option,displays whichactive
backups would be markexsobsolete, but does nattually change the backup
statusIn addition, no compression is performed on uncompresselivedWAL
files even if WAL compression is enabled for the database server.

Example

The following example performs a dry run for the specified database skspkying
which activebackups are evalted as obsolete according to the retention policy, but does
notactuallychange the backup status

- bash - 4.2% bart MANAGE -s acctg -n

INFO: processing server' acctg ', backup 1482770807519
INFO: processing serve r' acctg ', backup '1482770803000
INFO: marking backup '1482770803000' as obsolete

INFO: 1 WAL file(s) marked obsolete

INFO: processing server' acctg ', backup 1482770735155
INFO: marking backup '1482770735155" as obsolete
INFO: 2 incremental(s) of b ackup '1482770735155' will be marked obsolete

INFO: marking incremental backup '1482770780423' as obsolete

INFO: marking incremental backup '1482770763227' as obsolete

INFO: 3 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: 2 Unus ed file(s) (WALs included) present, use 'MANAGE - I' for the list
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The following example markactivebackupsasobsolete according to the retention

policy for the specified database server:

- bash - 4.2% bart MANAGE  -s acctg

INFO: processing server ' acctg ', b ackup '1482770807519'
INFO: processing server' acctg ', backup '1482770803000'
INFO: marking backup '1482770803000' as obsolete

INFO: 1 WAL file(s) marked obsolete

INFO: processing server' acctg ', backup '1482770735155'
INFO: marking backup '1482770735 155' as obsolete

INFO: 2 incremental(s) of backup '1482770735155'" will be marked obsolete

INFO: marking incremental backup '1482770780423' as obsolete
INFO: marking incremental backup '1482770763227' as obsolete
INFO: 3 WAL file(s) marked obsolete

INFO: 1 Unused WAL file(s) present

INFO: 2 Unused file(s) (WALs included) present, use 'MANAGE

- I' for the list

The following example lists backups marked as obsolete for the specified database

server:

- bash - 4.2% bart MANAGE  -s acctg -1
SERVER NAME: acctg
BACKUP ID: 1482770803000
BACKUP STATUS: obsolete
BACKUP TIME: 2016 - 12-26 11:46:43 EST
BACKUP SIZE: 59.52 MB
WAL FILE(s): 1
WAL FILE: 000000010000000100000055

SERVER NAME: acctg
BACKUP ID: 1482770735155
BACKUP STATUS: obsolete
BACKUP TIME: 2016 -12-2611:45: 35EST
BACKUP SIZE: 59.52 MB
INCREMENTAL BACKUP(s): 2
BACKUP ID: 1482770780423
BACKUP PARENT: 1482770735155
BACKUP STATUS: obsolete
BACKUP TIME: 2016 -12-26 11:45:35 EST
BACKUP SIZE: 59.52 MB

BACKUP ID: 1482770763227

BACKUP PARENT: 1482770735155
BACKUP STATUS: obsolete

BACKUP TIME: 2016 -12-26 11:45:35 EST
BACKUP SIZE: 59.52 MB

WAL FILE(s): 3
WAL FILE: 000000010000000100000054
WAL FILE: 000000010000000100000053
WAL FILE: 000000010000000100000052

UNUSED FILE(s): 2
UNUSED FILE: 0000000100000001 00000051
UNUSED FILE: 0000000100000001510000280000000152000000.mbm

The following example deletes the obsolete backapthe specified database server

- bash - 4.2$ bart MANAGE  -s acctg -d
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INFO: removing all obsolete backups of server ' acctg

INFO: remov ing obsolete backup 1482770803000

INFO: 1 WAL file(s) will be removed

INFO: removing WAL file '000000010000000100000055'

INFO: removing obsolete backup '1482770735155'

INFO: 3 WAL file(s) will be removed

INFO: 2 incremental(s) of backup '14827707351 55" will be removed
INFO: removing obsolete incremental backup '1482770780423'

INFO: removing obsolete incremental backup '1482770763227"

INFO: removing WAL file '000000010000000100000054'

INFO: removing WAL file '000000010000000100000053'

INFO: remov ing WAL file '000000010000000100000052'

INFO: 8 Unused file(s) will be removed

INFO: removing (unused) file '000000010000000100000056.00000028.backup’
INFO: removing (unused) file '000000010000000100000056

INFO: removing (unused) file '000000010000000 100000055.00000028.backup’

INFO: removing (unused) file '000000010000000100000054.00000028.backup’

INFO: removing (unused) file '000000010000000100000053.00000028.backup’

INFO: removing (unused) file '000000010000000100000052.00000028.backup’

INFO: rem oving (unused) file '000000010000000100000051"

INFO: removing (unused) file '0000000100000001510000280000000152000000.mbm’

The following example changélse specifiedackupto keep statuso retain it

indefinitely:

- bash - 4.2% bart MANAGE -s acctg -ckeep -i1482770807519

INFO: changing status of backup '1482770807519' of server ' acctg ' from

‘active' to 'keep'
INFO: 1 WAL file(s) changed

- bash - 4.2% bart SHOW - BACKUPS-s acctg -i1482770807519 -t
SERVER NAME : acctg

BACKUP ID : 1482770807519

BACKWP NAME : none

BACKUPPARENT : none

BACKUP STATUS : keep

BACKUP TIME : 2016 -12- 26 11:46:47 EST
BACKUP SIZE :59.52 MB

WAL(S) SIZE :16.00 MB

NO. OF WALS :1

FIRST WAL FILE : 000000010000000100000057
CREATION TIME :2016 -12-26 11:52:47 EST
LAST WAL FILE : 000000010000000100000057
CREATION TIME : 2016 -12-26 11:52:47 EST

Thefollowing example resets the specifiedckupto activestatus:

- bash - 4.2% bart MANAGE  -s acctg -cnokeep -i1482770807519

INFO: changing status of backup 148277080751 9' of server' acctg ' from

'keep' to 'active'
INFO: 1 WAL file(s) changed

- bash - 4.2% bart SHOW - BACKUPS-s acctg -i1482770807519 -t
SERVER NAME : acctg

BACKUP ID : 1482770807519

BACKUP NAME : none

BACKUPPARENT : none

BACKUP STATUS : active

BACKUP TIME : 2016 -12-26 11:46:47 EST

BACKUP SIZE :59.52 MB

WAL(S) SIZE :16.00 MB
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NO. OF WALS :1

FIRST WAL FILE : 000000010000000100000057
CREATION TIME :2016 -12-26 11:52:47 EST
LAST WAL FILE : 000000010000000100000057
CREATION TIME :201 6-12-26 11:52:47 EST

The following example usd¢keenabledval_compression  parameter in the BART
configuration file as shown by the following:

[ ACCTG

host = 127.0.0.1

port = 5445

user = enterprisedb

cluster_  owner = enterprisedb
allow_incremental_backups = disabled
wal_compression = enabled

description =" Accounting

When theMANAGBubcommand is invoked, the following message is displayed
indicating that WAL file compression is performed:

- bash - 4.2% bart MANAGE  -s acctg
INFO: 4 WAL file(s) compressed
WARIING: 'retention_policy' is not set for server ' acctg '

The following shows the archived WAL files in compressed firm

- bash - 4.2$ pwd
/opt/backup/  acctg

-bash-4.2$Is  -larchived_wals
total 160
- (W ------- 1 enterprisedb enterprisedb 27089 Dec 26 12:16 0000 0001000000010000005B.9z
- (W ------- 1 enterprisedb enterprisedb 305 Dec 26 12:17
00000001000000010000005C.00000028.backup
- W ------- 1 enterprisedb enterprisedb 27112 Dec 26 12:17 00000001000000010000005C.gz
- (W ------- 1 enterprisedb enterprisedb 65995 De € 26 12:18 00000001000000010000005D.gz
- (W ------- 1 enterprisedb enterprisedb 305 Dec 26 12:18
00000001000000010000005E.00000028.backup
- W ------- 1 enterprisedb enterprisedb 27117 Dec 26 12:18 00000001000000010000005E.gz

5.4.8 RESTORE

TheRESTOR subcommandestores the backuand its archived WAL filegor the
designated database seriethe specified directory locatiotf the appropriatRESTORE
options are specified,racovery.conf file is generateavith the recovery
configuration parametete performpointin-time recovery

bart RESTORE 1is server _name -p restore_path
[ Ti{ backup _id | backup_name 1} ]
[ -r remote_user @emote_host_address ]
[ -w number_of workers ]
[ -t timeline_id ]
[{ -x target xid | -g target_timestamp ]
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[ -c]

Reviewthe information(especially in SectioB5. 3. 4 fiRecovering Using a
Ar c hi v e dBaurektadgndhBostgreSQL Core Documentatiamailable at:

https://www.posiresal.org/docs/10/static/continueaichiving.html

Thisreference materigdrovides detailed information about thiederlying poirtin-time
recovery procesand the meaningna usage of the restore optidhataregeneratednto
therecovery.conf  file by BART.

Note: See SectioR.2.5.2for special requirements when restoring an incremental backup
to a remote database server.

Note: Check to ensure that the host where the backup is to be restored contains enough
disk space fothe backu@mnd its archived WAIfiles. TheRESTORBubcommand does

not havethe capability to detect if there is sufficient disk space available before restoring
the backugiles. Thus, it is possible that tliRESTORBubcommand may result in an

error while copying files if there is not enough klispace available

The steps for performing a restore operation are the following:

Step 1:Stop the Postgres database server on which you will be performing the restore
operation.

Step 2:Inspect thepg_xlog subdiectory of the data directory and be sure to save any
WAL files that have not yet been archived to the BART backup catalog
(backup_path / server_name /archived_wals ).

If there ae some filegshat have not been archiveshve these to a temporary location.
You will later need tacopythesefiles to the restoregdg_xlog subdirectory after
completing theRESTOREBuUbcommand and beforestarting the database server.

Step3: Decide ifyou will restore to the curreniata directory, or to a new directory.

If you arerestoring to the curremtata directory, delete all files asdhdirectories under
the data directory. For example, for an initial Postgres database servéatiostahis
directory iSPOSTGRES_INSTALL_HOMiata .

If you are restoring to a new directogyeate the directory on which to restore blagked
up datdase clusteMake sire the data directory can be written to by the BART user
account or by the user account specified byd¢hete_host configuration parameter,
or by the-- remote - host option oftheRESTORBubcommand these ar¢o be used

Step4: Perform the same process faolespaces as described in Stepi3e
tablespace_path parameter in the BART configuration file must contain the
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tablespace directgmpaths to which the tablespace dits are to be restored. See
Sectiord.2.4for more information.

Step5: Identify the timeline IDyou wish touse to perform the restore operation

Theavailabletimeline IDs can be identified bthe first nonzero digitof the WAL file
names reading from left to right.

In the following example, 1 is the ontiyneline ID in all of the available WAL files.

- bash - 4.1%$ pwd
/opt/backup/acctg/archived_wals

-bash-4.1$Is -1

total 49160

- TW------- 1.... 16777216 Mar 29 13:47 00000 0010000000000000003

- TW------- 1.... 302 Mar 29 13:47 000000010000000000000003.00000028.backup
- TW------- 1.... 16777216 Mar 29 13:48 000000010000000000000004

- TW === 1.... 302 Mar 29 13:48 000000010000000000000004.00000028.backup
- TW------- 1.... 16777216 Mar 29 14:07 000000010000000000000005

Step6: Identify the backup to use for the restore operation and obtain the backup 1D
backup namdf you wish to use the latest (that is, the most recent) backup, you can omit
the-i option and th(RESTOREBubcommand uses that backup by default.

The ba&ups can be listed with ttRHOWBACKUPSubcommand as in the following
example:

- bash - 4.1$ bart SHOW - BACKUPS-s acctg
SERVER NAME BACKUP ID BACKUP NAME BACKUP PAREN T BACKUP TIME
BACKUP SIZE WAL(s) SIZE WAL FILES STATUS

acctg 1490809695281 acctg_2017 -03-29T13:48 none 2017 -03-29
13:48:17 EDT 6.10 MB 32.00MB 2 active

Step7: Run the BARTRESTORBuUbcommand

If any of-t timeline_id ,- X target xid , or-g target_timestamp options are
given, then aecovery.c onf file is generated with the recovery configuration
parameters corresponding to the specified options. That is;ipdinte recovery is
performed upon restarting the database server.

If none of-t timeline_id ,-x target xid , and-g target timestamp options
are given, then nmecovery.conf file is generated. In other words, only the backup is
restored and no pokm-time recovery is performed.

Use the- debug option to display the underlying commands used by BART.

Note: If invalid values are specifieaf the options, or if invalidptioncombinations are

specified (for example, if both thex target xid  and the g target_timestamp
options are given), no error message is generated by BATinvalid options are

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 13¢



EDB Postgres Backup and Recovery Guide

accepted and passed to theovery.conf file, which will thenbe processed by the
database serverhen it is restarted

Be sure that valid options are specified when using tiRESTORE subcommand.

The following example uses the default, most recent bakunitting the-i option

-bash-4.1$bar t -- debug RESTORE -s acctg - p /opt/restore
DEBUG: Server: Global, No of Retained Backups 6

DEBUG: Exec Command: set - 0 pipefail; test - d /opt/restore && echo "exists"
DEBUG: Exec Command: set - 0 pipefail; touch /opt/restore/tmp - 1490809695281
&& echo "exi  sts"

DEBUG: Exec Command: set - 0 pipefail; rm - f /opt/restore/tmp - 1490809695281
DEBUG: Exec Command: set - 0 pipefail; Is - A /opt/restore

INFO: restoring backup '1490809695281' of server 'acctg’
DEBUG: restoring backup to /opt/restore
DEBUG: restore comm and: cat /opt/backup/acctg/1490809695281/base.tar.gz |

tar - C /opt/restore - xzf -
DEBUG: Exec Command: set - 0 pipefail; cat
/opt/backup/acctg/1490809695281/base.tar.gz | tar - C /opt/restore -xzf -

INFO: base backup restored

DEBUG: Exec Command: set - 0 pipefail; echo "

archive_mode = off" | cat >> /opt/restore/postgresql.conf

INFO: archiving is disabled

DEBUG: Exec Command: set - 0 pipefail; chmod 0700 /opt/restore
INFO: permissions set on $PGDATA

INFO: restore completed successfully

Note: If the- c option is specified or if thenabled setting of the
copy_wals_during_restore BART configurationparameter is in effect for this
database servghen the following actions occur:

1 In addition to restoring the database cluster to the directory mukbif the- p
restore_path  option, the archived WAL files of the backup are copied from
the BART backup catalog to the subdirectmstore_path  /archived_wals

9 If arecovery.conf file is generated, the command string set in the
restore_command parameter rieievesthe WAL files from this

archived_wals  subdirectory relative to thestore_path ~ parent directory as:
restore_command = 'cp archived_wals/%f %p'

Step8: Copy any saved WAL files from Step 2 to tlestore_path  /pg_xlog
subdirectory.

Step9: Inspect he restoredlirectories and data files of the restored database claster
directoryrestore_path

All files and directoriemust be owned by the user account that you intend to use to start
the database server. This user account is typicall tdgresuseraccount

(enterprisedb  or postgres ), but it may be some other user account of your choice.
Recursively changtheuser and group ownershib therestore_path  directory; its

files, and its subdirectoriebnecessary
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There must only be directory acegwivileges for the user account that will start the
database server. No other groups or users can have access to the directory.

Step10: If one is generatedpspect lherecovery configuration file named
recovery.conf located in theestore_path  directory to verify the parameter
settings fora paint-in-time recovery operation.

Step11: WAL archiving is disabled at this point.

The BARTRESTORBuUbcomman@dds ararchive_mode = off parameter at the end
of thepostgresgl.conf file.

The following shows the ehof the file where this parameter is added:

# Add settings for extensions here
archive_mode = off

If you want to restarthe databasessver with WAL archiving activatedhe sure to dete
this additional parameter.

The originalarchive_mode parameter dtiresidesin thepostgresgl.conf file inits
initial location with its last setting.

Step 12:Start the database server to initiate recovery. After completion, check the
database server log file to ensure the recovery was successful.

Note: If the backups$ restored to a differediatabase clustelirectory than whre the
original database clustegsided, then certain operations dependent upon the database
cluster location may fail if their supporting service scripts are not updated to reflect the
new diretory location where the backup has been restored.

For informaion about theisage and modification service scriptssee theeDB
Postgres Advanced Server Installation Guadailable at:

https://www.enterprisedb.com/resources/prodlgtumentation

See the 9.5 version of the document for Advanced Servah®.9.6 document version
for Advanced Server 9.@nd the 10 document version for Advanced Server 10

The followingtable Ists the service scripts for RHEL 6/CentOS 6

Table 5-2 Scripts with Database Cluster Locationfor RHEL 6/CentOS 6

File Name Location Description
postgres - reg.ini letc Product information foupgrades
ppas - 9.5 etc/init d _Serwce_scr!pt for Advanced Server 9rbm
interactive installer
edb- as- 9.6 /etc/init.d Service script for Advanced Server 9rém
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File Name Location Description
interactive installer
edb- as- 10 etc/init.d Service script for Advanced Server 10 fr
interactive insta#r
ppas - 9.5 etc/sysconfig/ppas Configurationscript for Advanced Server

9.5from RPM package

edb- as- 9.6.sysconfig

/etc/sysconfig/edb/as9.6

Configurationscript for Advanced Server
9.6from RPM package

edb- as- 10.sysconfig

/etc/sysconfig/edb/as10

Configuration script for Advanced Server
10 from RPM package

Service script for PostgreSQL 9.5 from

postgresal - 9.5 fetclinit.d interactive installer

postgresql - 9.6 etc/init.d _Service. scr_ipt for PostgreSQL 9.6 from
interactive installer

postgresql - 10 etc/init d Service script for PostgreSQL 10 from

interactive installer

Note: Before modifying the service urfites for Advanced Server 9.6 IRHEL
7/CentOS 7seethe instructions irSection 3.2 fiModifying the Data Directory Location
on CentOS or RedHat % theEDB Postgres Advanced Sen@6 Installation Guide
For Advanced Server 10 in RHEL 7/CentOSék the same topic in Section 3.3 the
EDB Postgres Advanced Server 10 Installation Guide

The following table lists theervice unit files andcripts for RHEL 7/CentOS 7.

Table 5-3 Unit Files and Scripts with Database Cluster Location for RHEL 7/CentOS 7

File Name

Location

Description

postgres - reg.ini

/etc

Product information foupgrades

ppas - 9.5.serv ice
ppas - 9.5.sh

/usr /lib/systemd/system

Service unit file and scrigor Advanced
Server 9.5rom interactive installer

edb- as- 9.6.service

/usr /lib/systemd/system

Service unit file and scrigor Advanced

edb- as- 9.6.sh Server 9.6rom interactive installe

edb- as- 10.service . Service unit file and script for Advanced
| . A

edb- as- 10.sh fusr flib/systemd/system Server 10 from interactive installer

ppas - 9.5.service / llib/svstemd/syst Service unit file and scripfor Advanced

ppas- 9.5.sh usr Mibisystemeisystem Server 9.5rom RPM pakage

edb- as- 9.6.service

/usr /lib/systemd/system

Service unit filefor Advanced Server 9.6
from RPM package

edb- as- 10.service

/usr /lib/systemd/system

Service unit file for Advanced Server 10
from RPM package

postgresgl - i Service unit filefor PostgreSQL 9.5 from
9.5.service fusr /lib/systemd/system interactive installer

postgresql - lusr flib/systemd/system _Serwce_unl_t filefor PostgreSQL 9.6 from
9.6.service interactive installer

postgresql - 10.service /usr /lib/systemd/system Service unit file for PostgreSQLO from

interactive installer
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Options
- S, -- server server _name

server _name is the name of the database server to be restored.
- p, -- restore - path restore_path

restore_path is the directory path where the backup of the database server is
to be restored. e directory must be empty and have the proper ownership and
privileges assigned to it.

-i,-- backupid { backup_id | backup_name }

backup_id is theinteger backup identifieof the backup to be used for the
restorationbackup_name is the usedefined alppanumeric name for the backup.
If the option is omitted, the default is to use the latest (that is, the most)recent
backup

-r,-- remote - host remote user @emote_host _address

remot e_user is the user account on themote database sernterst that accepts
apasswordess SSH/SCP login connection and is the owner of the directory
where the backup is to be restaresinote_host_address is the IP address of
the remote hst to which the backuis to be restoredhis option must be

specified if theemote_host  parameter for this database server is not set in the
BART configuration file.Note: If the BART user account is not the saaethe
operating system account that ownsrdstore_path  directorygiven with the

- p option,theremote_host BART configuration peameter or th@ESTORE
sulcommand r option must be used to specify tlegtore_path  directory
ownereven whemnestoring to a directory on the same host as the BART host. See
Section4.2.5for information on theemote_host pammeter.

-w, -- workers number_of workers

number_of workers isthespecification of the number of worker processes to
run in parallel testreamthe modified blocks of an incremental backaghe

restore locationFor example, if 4 worker processes amecfied, 4 receiver
processes on the restore host &rstreamer processes on the BART host are
used. Theutput of eachstreameprocesss connected to thaputof a receiver
process. When the receiver gets to the point where it needs a modified block file
it obtainsthose modified blocks fronts input With this method, the modified

block files are never written to the restore host disthe - woption is omitted,

the default isl worker process.
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target -tli  timeline_id

timeline_id is the integerdentifier of the timeline to be used for replaying the
archived WAL files for poinin-time recovery.

target -xid target xid

target_xid is the integer identifier of the transaction ID that determines the
transaction up to and includinghich pant-in-time recovery encompassé€nly
one of the x target xid  orthe-g target_timestamp option shoulde
includedif point-in-time recovery is desired

target -timestamp target_timestamp

target_ timestamp is thetimestampghat determines thgoint in time up to and
including which pant-in-time recovery encompass&@nly one of the x
target xid  or the- g target_timestamp option shouldoe includedf point-
in-time recovery is desired

copy - wals

If specified the archived WAL files areopied fromthe BART backup catalog to
directoryrestore_path  /archived_wals . If BART generatethe

recovery.conf file for pointin-time recoverythere store _command
retrieveshe WAL files fromrestore_path  /archived_wals for thedatabase
serverarchive recovernyif the - c option isomittedand the
copy_wals_during_restore parameter in the BART configuration file is not
enabledn a manner applicable to this database sethierdefault action is that
there store _commandin therecovery.conf file is generatedb retrieve the
archived WAL filesdirectly from the BART backup catad). See sectiond.1and
4.2.5for information on theopy wals_during_restore parameter.

Example

The following example restores databasevermktg to the/opt/restore directory up
to timestam015- 12- 15 10: 47: 00.

- bash - 4.1$ bart RESTORE  -s mktg -i1450194208824 - p /opt/restore -tl -g'2015 -12-15
10:47:00'

INFO: restoring backup 1450194208824 of server * mktg '

INFO: restoring backup t o0 enterprisedb@192.168.2.24:/opt/restore

INFO: base backup restored

INFO:
INFO:
INFO:
INFO:

WAL file(s) will be streamed from the BART host
creating recovery.conf file

archiving is disabled

tablespace(s) restored

The following is the content of the geratedecovery.conf file:

Copyrig
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restore_command = 'scp - 0 BatchMode=yes - o PasswordAuthentication=no
enterprisedb@192.168.2.22:/opt/backup/ mktg /archived_wals/%f %p'
recovery_target_time = 2015 -12-1510:47:00'

recovery_target_timeline = 1

The following displag the restored files and subdirectories.

[root@localhost restore]# pwd

/opt/restore

[root@localhost restorel# Is -1

total 108

- TW------- 1 enterprisedb enterprisedb 208 Dec 15 10:43 backup_label

drwx ------ 6 enterprisedb enterprisedb 4096 Dec 2 10:38 b ase

drwx ------ 2 enterprisedb enterprisedb 4096 Dec 15 10:42 dbms_pipe

drwx ------ 2 enterprisedb enterprisedb 4096 Dec 15 11:00 global

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_clog

- TW------- 1 enterprisedb enterprisedb 4438 Dec 2 1 0:38 pg_hba.conf

- TW------- 1 enterprisedb enterprisedb 1636 Nov 10 15:38 pg_ident.conf

drwxr - xr - x 2 enterprisedb enterprisedb 4096 Dec 15 10:42 pg_log

drwx ------ 4 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_multixact

drwx ------ 2 enterprisedb enter prisedb 4096 Dec 15 10:42 pg_notify

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_serial

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_snapshots

drwx ------ 2 enterprisedb enterprisedb 4096 Dec 15 10:42 pg_stat

drwx ------ 2 e nterprisedb enterprisedb 4096 Dec 15 10:43 pg_stat_tmp

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_subtrans

drwx ------ 2 enterprisedb enterprisedb 4096 Dec 15 11:00 pg_tblspc

drwx ------ 2 enterprisedb enterprisedb 4096 Nov 10 15:38 pg_t wophase

- TW------- 1 enterprisedb enterprisedb 4 Nov 10 15:38 PG_VERSION

drwx ------ 2 enterprisedb enterprisedb 4096 Dec 15 11:00 pg_xlog

- W ------- 1 enterprisedb enterprisedb 23906 Dec 15 11:00 postgresgl.conf

-rw-r-- r-- 1 enterprisedb enterprisedb 217 Dec 15 11:00 recovery.conf
Example

The folowing example performs tHRESTORBperationwith the
copy_wals_during_restore parameter enablgd copy the archived WAL files to
the localrestore_path  /archived_wals directory.

-bash-4.1$ bart RESTORE -shr -ihr_2017 -03-29T13:50 - p /opt/restore_pg95 -tl -g
'2017 - 03-29 14:01:00'
INFO: restoring backup 'hr_2017 - 03- 29T13:50' of server 'hr'

INFO: base backup restored

INFO: copying WAL file(s) to postgres@192.168.2.24:/opt/restore_pg95/archived_wals
INFO:  creating recovery.conf file

INFO: archiving is disabled

INFO: permissions set on $SPGDATA

INFO: restore completed successfully

The following is the content of the generatecbvery.conf file:

restore_command = 'cp archived_wals/%f %p'
recovery_target _ti me ='2017 -03-29 14:01:00'
recovery_target_timeline = 1

The following displays the restored files and subdirectories.

- bash - 4.1$ pwd

/opt/restore_pg95

-bash-4.1%Is -1

total 128

drwxr - xr - x 2 postgres postgres 4096 Mar 29 14:27 archived_wals
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- rW _______
drwx ------ 5 postgres postgres
drwx ------ 2 postgres postgres
drwx ------ 2 postgres postgres
drwx ------ 2 postgres postgres
drwx ------ 2 postgres postgres
- W ------- 1 postgres postgres
W ------= 1 postgres postgres

drwxr - xr - x 2 postgres postgres 4096 Mar 2
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1 p ostgres postgres 206 Mar 29 13:50 backup_label

4096 Mar 29 12:25 base

4096 Mar 29 14:27 global

4096 Mar 29 12:25 pg_clog

4096 Mar 29 12:25 pg_commit_ts
4096 Mar 29 12:25 pg_dynshmem

4212 Mar 29 13:18 pg_hba.conf

1636 Mar 29 12:25 pg_ident.conf

9 13:45 pg_log

drwx ------ 4 postgres postgres 4096 Mar 29 12:25 pg_logical

drwx ------ 4 postgres postgres 4096 Mar 29 12:25 pg_multixact

drwx ------ 2 postgres postgres 4096 Mar 29 13:43 pg_notify

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_repl slot

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_serial

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_snapshots

drwx ------ 2 postgres postgres 4096 Mar 29 13:43 pg_stat

drwx ------ 2 postgres postgres 4096 Mar 29 13:50 pg_stat_tmp

drwx 2 postgres postgres 4096 Mar 29 12:25 pg_subtrans

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_tblspc

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_twophase

- IW------- 1 postgres postgres 4 Mar 29 12:25 PG_VERSION

drwx ------ 3 postgr es postgres 4096 Mar 29 14:27 pg_xlog

- W --—--—-—- 1 postgres postgres 169 Mar 29 13:24 postgresql.auto.conf

- Tw- r 1 postgres postgres 21458 Mar 29 14:27 postgresgl.conf

-w- r 1 postgres postgres 118 Mar 29 14:27 recovery.conf
5.4.9 DELETE

TheDELETE subcommand removes the subdirectory and data files from the BART
backupcatalog for the specified backua®ng withits archived WAL files

bart DELETE
Si{ all

[']{ backup _id |

}
[ -n]

s server

_name

backup_name 1}, ...

I

Note tha a specific database server must be specified

Note: Do not invoke thdELETEsubcommand while the BARBACKUPsubcommand is
in progress. Backups affected by tlackup process will be skipped aigtiored by the

DELETEsubcommand.

For database servers @ma retention policy, there arerditionswhere certain backups
may not be deleted. See SectioB.4.1for information regarding permitted backup

deletions.
Options

- S, -- server server

_name

server _name is the name of the datbase server whose backups are to be

deleted.
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-i,-- backupid { all|] "1{ backup_id | backup_name 1},..} ['] }

backup_id is the integerbackup identifier of the backup to be deleted.
backup_name is the usedefined alphanumeric name for the backdpltiple
backup identifiers and backuames may be specifiedancommaseparated list.
The list must be enclosed within single cgsaf there is any white space
appearing before or afteach commaf all is specified, all of the backujpsd
their archived VAL files for the specified database server are deleted.

-n,-- dry - run

Displays the resudtas if the deletions werdone however, nghysical removal
of the filesare actually performed. In other words, a test run is performed so that
you can see thgotential results prior to etually initiatingthe action

Example

The following example deleteskamckup from thepecifieddatabase server.

$bart DELETE -s acctg -i acctg _2015-04- 15T16:00:24

INFO: deleting backup acctg _2015- 04- 15T16:00:24' of server ' acct g'
INFO: deleting backup '1429128024311"

INFO: 4 WAL file(s) will be removed

INFO: 1 Unused WAL file(s) will be removed

INFO: deleting WAL file '00000001000000010000004E'

INFO: deleting WAL file '00000001000000010000004D'

INFO: deleting WAL file '000 00001000000010000004B'

INFO: deleting WAL file '00000001000000010000004A"

INFO: deleting (unused) WAL file '000000010000000100000042.00000028"
INFO: backup(s) deleted

After the deletion, the BARDackupcatalog for the database sermerlonger contains
the corresponding directory for the deleted backupliarchived_wals
subdirectoryno longercontains the WAL files of the backup

$ pwd
/opt/backup/  acctg
$ls -
total 8
drwx ------ 2 enterprisedb enterprisedb 4096 Apr 20 10:09 1429219568720
drwx ------ 2 enterprisedb enterprisedb 4096 Apr 20 10:21 archived_wals
$Is  -larchived_wals
total 49164
- W ------- 1 enterprisedb enterprisedb 305 Apr 15 16:00
00000001000000010000004A.00000028.backup
- W ------- 1 enterprisedb enterprisedb 16777216 Apr 16 17:2 6 00000001000000010000004F
- W ------- 1 enterprisedb enterprisedb 305 Apr 16 17:26
00000001000000010000004F.00000028.backup
- MW ------- 1 enterprisedb enterprisedb 16777216 Apr 17 15:09 000000010000000100000050
- MW ------- 1 enterprisedb enterprisedb 16 777216 Apr 17 15:14 000000010000000100000051
- W ------- 1 enterprisedb enterprisedb 305 Apr 17 15:14

000000010000000100000052.00000028.backup

The following example deletes multiplackups from the database server.

$bart DELETE  -s acctg -i1428355371 389,1428422324880, acctg _2015-04-17T15:14:33
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INFO: deleting backup '1428355371389' of server ' acctg '
INFO: deleting backup '1428355371389'

INFO: 1 WAL file(s) will be removed

INFO: deleting WAL file '0000000100000000000000AA

INFO: backup(s) deleted

IN FO: deleting backup '1428422324880' of server ' acctg '
INFO: deleting backup '1428422324880'

INFO: 2 WAL file(s) will be removed

INFO: 1 Unused WAL file(s) will be removed

INFO: deleting WAL file '0000000100000000000000E 1"

INFO: deleting WAL file '000 0000100000000000000E0Q’

INFO: deleting (unused) WAL file '0000000100000000000000AA.00000028"
INFO: backup(s) deleted

INFO: deleting backup acctg _2015-04- 17T15:14:33' of server ' acctg '
INFO: deleting backup 1429298073247
INFO: 1 WAL file(s) will be r emoved

INFO: deleting WAL file '000000010000000100000052"
INFO: backup(s) deleted

The following exanple also deletes multipleackups, but since thei@e space character
in the commaseparated listheentirelist must be encleed within single quose

$ bart DELETE  -s acctg -i'1428502049836, 1428589759899, 1428684537299
INFO: deleting backup '1428502049836' of server ' acctg '
INFO: deleting backup '1428502049836'

INFO: 6 WAL file(s) will be removed

INFO: deleting WAL file '00000001000000010000000 3

INFO: deleting WAL file '000000010000000100000002

INFO: deleting WAL file '000000010000000100000001"

INFO: deleting WAL file '000000010000000100000000*

INFO: deleting WAL file '0000000100000000000000E3'

INFO: deleting WAL file '0000000100000000000 000E2'

INFO: backup(s) deleted

INFO: deleting backup '1428589759899' of server ' acctg '
INFO: deleting backup '1428589759899'

INFO: 6 WAL file(s) will be removed

INFO: 1 Unused WAL file(s) will be removed

INFO: deleting WAL file '000000010000000100000 009

INFO: deleting WAL file '000000010000000100000008"

INFO: deleting WAL file '000000010000000100000007"

INFO: deleting WAL file '000000010000000100000006

INFO: deleting WAL file '000000010000000100000005*

INFO: deleting WAL file '00000001000000010 0000004

INFO: deleting (unused) WAL file '0000000100000000000000E2.00000028"
INFO: backup(s) deleted

INFO: deleting backup '1428684537299' of server ' acctg '
INFO: deleting backup '1428684537299'

INFO: 17 WAL file(s) will be removed

INFO: 2 Unused WA L file(s) will be removed

INFO: deleting WAL file '000000010000000100000024"

INFO: deleting WAL file '000000010000000100000023"

INFO: deleting WAL file '000000010000000100000022"

INFO: deleting WAL file '000000010000000100000021"

INFO: deleting WAL fi le '000000010000000100000020"

INFO: deleting WAL file '00000001000000010000001F'

INFO: deleting WAL file '00000001000000010000001E'

INFO: deleting WAL file '00000001000000010000001D*

INFO: deleting WAL file '00000001000000010000001C*

INFO: deleting WA L file '00000001000000010000001B"

INFO: deleting WAL file '00000001000000010000001A'

INFO: deleting WAL file '000000010000000100000019'

INFO: deleting WAL file '000000010000000100000018"

INFO: deleting WAL file '00000001000000010000001 7"

INFO: deletin g WAL file '000000010000000100000016'

INFO: deleting WAL file '000000010000000100000015'

INFO: deleting WAL file '000000010000000100000014"

INFO: deleting (unused) WAL file '000000010000000100000004.00000028"
INFO: deleting (unused) WAL file ‘000000010 00000010000000A.00000028'
INFO: backup(s) deleted
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5.5 Running the BART WAL Scanner

TheBART WAL scanner is used by invoking ther t - scanner program located in the
BART_HOMBIin directory.

bart - scanner
[ -d]
[ -c config_file_path ]
{ ih|
-V |
-- daemon |
-p mbm_file |
wal_file |
RELOAD|
STOP }

For clarity, the syntax diagram shows only the sixjlaracter form of the option when
the multicharacter form is supported as well. Thgtions subsection lists both the
singlecharacer and multicharacter forms of the options.

The WAL scanner processes each WAL file to find and record modified blocks in a
corresponding modified block m&pIBM) file.

The default approach is that the WAL scanner gets notified whenever a new WAL file
arrives inthearchived_wa Is directoryof the BART backup catalodt then scans the
WAL file and produces th®BM file. This approach does nuatork in some cases, for
example when the WAL files are shipped to the BART backup catalog usirgyitice
utility and also in case of some specific platforms.

This results in the WAL files being copied to #rehived_wals  directory, but the
WAL scanner$ not aware of it so it does rextan them and produce the MBM files. This
results in the failure of an incremenkackup.

This can be avoided by using the timer based WAL scanning approach,igvdoneby
usingthescan_interval parameter in the BART configuration fi{see sectiond.1
and4.2.5. The valudor scan_interval is the number of seconds after which the
WAL scanner will look and scan the new WAL files.

See Sectiol for additional information on WAL scanning.
When thebart - scanner program is invoked, it forka separag processor each

database servenabledwith theallow_incremental _ backup s parameter. See
sectiors 4.2.5for information on thallow_i ncremental _backup s parameter.
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The WAL scanner processes can run in either the foregmubpackground depending
upon usage of the daemon option:

1 If the-- daemon option is omitted, then the WAL scanner process runs in the
foreground. All output messages can be viewed from the terminal running the
program as well as in the BART log file. Seection4.1 for information on the
logfile ~ parametem the BART configuration file.

1 If the-- daemon option is specified, then the WAL scanner process runs in the
background. All output messages can be viewed in the BARTIég fi

When invoking the WAL scanner, the current user must be the BART user account as
described in Step 2 of Sectidnl

If the BART_ HOMEBIn di rectory is not incl uwdm®d i n

environment variable, the8ART_HOMEBIn must be the current working directory when
invoking the WAL scanner. The general invocation syntax would appear as follows:

cd BART_HOMEIn
Jbart - scanner option

Note: TheBART U s e r a tDc LOBRARY &ATHenvironment variable may need to
be set tanclude the directory containing thiepg library if invocation of the WAL
scanner program fails. See Sect8for information on settingD_LIBRARY_PATH
Options
-h, -- help

Displays general syntax and informatioam WAL scanner usage.
-V, -- version

Displays the WAL scanner version informatio

-d, -- debug

Displays debugging output while executing the WAL scanner with any of its
options.

-c,-- config - path config_file_path
Specifiesconfig_file_path as the full diretory path to a BART configuration

file. Use this option if you do not want to use the default BART configuration file
BART_HOMEetc/bart.cfg

-- daemon
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Run the WAL scanner as a background process.
-p, - print  mbm_file

Full directory path to aMBM file whose content is to be printe@hearchive path
directorybackup_path / server_name /archived_wals contains theviBM

files. Note: This option is to be used for assisting the EnterpriseDB support team
for debugging problems that may have been encountered.

wal_fil e

Full directory pattto aWAL file to bescamed Thearchive path directory
backup_path / server_name /archived wals contains the WAL filesUse it
if a WAL file in the archive path is missing its MBM file.

RELOAD

Reload theBART configuration file.The keyord RELOADS caseinsensitive This
option is usefulf you makechanges to the configuration file after tVAL
scannehas been startett.will reload the configiration file and adjust the WAL
scannersccordingly.For exampleif a serversectionallowing incremental
backupdgs removed from the BART configuration fjléhen the processtached to
that server will stopSimilarly, if a serverllowing incremental backups added, a
newWAL scannermprocess will be launched to scan the Willes of that server.

STOP
Stop the WAL scannefhe keywordSTOPIs casensensitive.

Example

The following example shows the startup of the WAL scanner to run interactively
WAL scanner begins scanning existing WAL files in #nehive pattihat have noyet
bee scannedthat is, there is no corresponding MBM file for the WAL file)

- bash - 4.2% bart - scanner

INFO: process created for server ' acctg ', pid = 5287
INFO: going to parse backlog of WALs, if any.

INFO: WAL file to be processed: 0000000100000000000000ED
INFO: WAL file to be processed: 0000000100000000000000EE
INFO: WAL file to be processed: 0000000100000000000000EF
INFO: WAL file to be processed: 0000000100000000000000F0
INFO: WAL file to be processed: 0000000100000000000000F1

The following is the cotent of the archive path showing the MBiks created for the

WAL files. (The usemame and group nanoé the fileshave been remed from the
example to listhe WAL files and MBM filesn a moreobservablananner)

[root@localhost archived_wals]# pwd
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/ opt/backup/  acctg /archived_wals
[root@localhost archived_wals]# Is -1

total 81944

- W ===~ 1. .. 16777216 Dec 20 09:10 0000000100000000000000ED
W ------- 1. .. 16777216 Dec 20 09:06 0000000100000000000000EE
W ------- 1. .. 16777216 Dec 20 09 :11 0000000100000000000000EF
W -=----- 1. .. 16777216 Dec 20 09:15 0000000100000000000000F0

- W ------ 1. .. 16777216 Dec 20 09:16 0000000100000000000000F1

- W ------- 1. .. 305 Dec 20 09:16 0000000100000000000000F1.00000028.backup
w-rw-r-- 1.... 161 Dec 20 09:18 0000000100000000ED00002800000000EEO00000.mbm
w-rw-r-- 1.... 161 Dec 20 09:18 0000000100000000EE00002800000000EF000000.mbm
w-rw-r-- 1.... 161 Dec 20 09:18 0000000100000000EF00002800000000F0000000.mbm
w-rw-r-- 1.... 161 Dec 20 09:18 0000000100000000F000002800000000F1000000.mbm
w-rw-r-- 1.... 161 Dec 20 09:18 0000000100000000F100002800000000F2000000.mbm

To stop the interactively running WAL scanner either ecrter | - C at the termmal
running the WAL scanner or invoke thart - scanner program from aotherterminal
with the STOPoption:

- bash - 4.2% bart - scanner STOP
- bash - 4.2%

The terminal on which the WAL scanner was running interactively now appears as
follows after it has been stppd.

- bash - 4.2$ bart - scanner

INFO: process created for server ' acctg ', pid = 5287
INFO: going to parse backlog of WALs, if any.

INFO: WAL file to be processed: 0000000100000000000000ED
INFO: WAL file to be processed: 0000000100000000000000EE
INFO: WAL file to be processed: 0000000100000000000000EF
INFO: WAL file to be processed: 0000000100000000000000F0
INFO: WAL file to be processed: 0000000100000000000000F1
INFO: bart - scanner stopped

- bash - 4.2%

The following example shows how itovoke the WAL scanerto run as a background
process with the daemon option.

- bash-4.2$ bart -scanner -- daemon
- bash - 4.2%

The WAL scaner runs as a background process. There is asparatdackground
procesdor each database server that has been enabled for WALirsgavith the
allow_i ncremental _backup s parameter in the BART configuration file

-bash-4.2%ps -ef|grep bart

enterpr+ 4340 1 009:487? 00:00:00 bart - scanner -- daemon
enterpr+ 4341 4340 009:48 ? 00:00:00 bart - scanner -- daemon
enterpr+ 4415 3673 0 09:50 pts/0 00:00:00 grep -- color=auto bart

To stop the WAL scanner processes, invoke the WAL scannethétiop option

- bash - 4.2% bart - scanner STOP
- bash - 4.2%
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If it is necessary to individually scan a WAL file, this cando@e as follows:

-bash-4.2$ bart - scanner /opt/backup/ acctg /archived_wals/0000000100000000000000FF
- bash - 4.2%

Should itbe necessary to print the content of an MBM fideassisting the EnterpriseDB
support team for debugging problems that may have besuetereduse the p option
to specify the file as in the following example

-bash-4.2$ bart -scanner -
/opt/backup/  acctg /archived_wals/0000000100000000FF0000280000000100000000.mbm

Header:
Version: 1.0:90500:1.2.0
Scan Start: 2016 -12-2010:02:11 EST, Sca n End: 2016 -12-20 10:02:11 EST, Diff: 0 sec(s)

Start LSN: ff000028, End LSN: 100000000, TLI: 1
flags: 0, Check Sum: f9cfe66ae2569894d6746b61503a767d

Path: base/14845/16384
NodeTag: BLOCK_CHANGE

First modified block: 0
Total modified blocks: 1

Path: base/14845/16391
NodeTag: BLOCK_CHANGE
Relation: relPath base/14845/16391, isTSNode 0, Blocks

First modified block: 0
Total modified blocks: 1
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6 Sample BART System with Local
and Remote Database Servers

This chapter describes a sample BART managed baukdipecovery system consisting
of both local and remote database servers. The complete steps to configure and operate
the system are provided.

For explanations of the configuration steps, refer to Chdptéor information abat the
operational proceduresid BART subcommangdsee Chaptes.

The environment for this sample system is as follows:

BART on host 192.168.22 running with BART user accouehterprisedb
Local Advanced Server on host 19281822 running with user account
enterprisedb

Remote Advanced Server on host 192.1&3.2unning with user account
enterprisedb

Remote PostgreSQerveron host 192.168.24 running with user account
postgres

= =2 =4

Passwordess SSH/SCP connections are requibetiveen the following:

1 BART on host 192.168.2.22 and the local Advanced Server on the same host
192.168.2.22

1 BART on host 192.168.22 and the remote Advanced Server on host
192.168.24

1 BART on host 192.168.22 and the remote PostgreSQL server on host
192.168.224

The following sectionshowthe configuratiorsteps and operatidor this systenfor
taking full backups only(For supporting incremental backups as well, enable the
allow_incremental_backups parameter for the desired database serversisettie
WAL scanner program.)

6.1 BART Configuration File

The following shows the settings used in the BART configuration file:

[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
re tention_policy = 6 BACKUPS

logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 14¢



EDB Postgres Backup and Recovery Guide

[ ACCTG

host = 127.0.0.1

port = 5444

user = enterprisedb

cluster_  owner = enterprisedb

backup_name = acctg _%year - %month- %dayT%hour:%minute
archive_command = 'cp %p % a/%f'

description =" Accounting

[ MKTG

host = 192.168.2.24

port = 5444

user = repuser

cluster_  owner = enterprisedb

backup_name = mktg _%year - %month- %dayT%hour:%minute
remote_host = enterprisedb@192.168.2.24

description =" Marketing
[HR

host = 192.168.2 24

port = 5432

user = postgres
cluster_ owner = postgres
backup_name = hr _%year - %month- %dayT%hour:%minute

remote_host = postgres@192.168.2.24
copy_wals_during_restore = enabled
description =" Human Resources "

6.2 SSH/SCP Password -Less Connections

This section shows how the passwieds SSH/SCP connections were established with
theauthorizedpublic keys files.

6.2.1 Generation of Public Key File for the BART User Account

The BART user account enterprisedb  with the hone directory of
/opt/PostgresPlus/9. 5AS.

Generation of theublic key file is as follows. Firstreate thessh subdrectory in the
BARTusebs home directory:

[root@localhost 9.5AS J# pwd

/opt/PostgresPlus/ 9.5AS

[root@localhost 9.5AS J# mkdir .ssh

[root@loc alhost  9.5AS J# chown enterprisedb .ssh
[root@localhost 9.5AS J# chgrp enterprisedb .ssh
[root@localhost 9.5AS 1# chmod 700 .ssh

[root@localhost 95AS J#Is  -la|grep ssh

drwx ------ 2 enterprisedb enterprisedb 4096 Apr 23 13:02 .ssh

Make sure thee are ngyroups or other usetBatcanaccess thessh directory

Generate the public key file.
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[user@localhost ~]$ su - enterprisedb

Password:

- bash - 4.1$ pwd

/opt/PostgresPlus/ 9.5AS

- bash-4.1$ssh -keygen -trsa

Generating public/private rsa key pair.

Enter file in which to save the key (/opt/PostgresPlus/ 9.5AS /.ssh/id_rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /opt/PostgresPlus/ 9.5AS /.ssh/id_rsa.
Your public key has been saved in /opt/P ostgresPlus/  9.5AS /.ssh/id_rsa.pub.

The key fingerprint is:

de:65:34:d6:b1:d2:32:3¢:b0:43:c6:a3:c0:9f:f4:64

enterprisedb@Iocalhost.localdomain

The key's randomart image is:

+-- [RSA 2048] ---- +
[

| 0.0E+o00|

| +*0.X + |

| oA

I S o |

| ..o |

I o

| |

I I

B +

The following are the resulting file&l_rsa.pub is the public key file o0BART user
accountenterprisedb

-bash-4.1$1 s -1.ssh

total 8

- W ------- 1 enterprisedb enterprisedb 1675 Apr 23 13:04 id_rsa
-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:04 id_rsa.pub

6.2.2 Set Up Access Between Local Advanced Server and BART Host

Even when the Advanced Server database is osattne host as the BART user account,
and the Advanced Server database cluster owner is also the BART user account
(enterprisedb is this case)a passwordess SSH/SCP connection must be established
from the same user account to itself

On the BART host whe the public key file was just generatesishown in Section
6.2.1 create the authorized keys file by appending the public key file to any existing
authorized keys file.

Log into the BART host as the BART user account aneéagphe public key file,
id_rsa .pub onto theauthorized_keys file in the samessh directory.

[user@localhost ~]$ su - enterprisedb
Password:

Last login: Thu Mar 23 10:27:35 EDT 2017 on pts/O
- bash - 4.2$ pwd

/opt/PostgresPlus/9.5AS

-bash-4.2%1s  -1.ssh

to tal 12
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- W === 1 enterprisedb enterprisedb 1675 Mar 23 09:54 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Mar 23 09:54 id_rsa.pub
-rw-r-- r-- 1 enterprisedb enterprisedb 345 Mar 23 10:05 known_hosts

- bash - 4.2%$ cat ~/.ssh/id_rsa.pub >> ~/.ssh/autho rized_keys
-bash-4.2%1s  -1.ssh

total 16

-rw-rw-r-- 1 enterprisedb enterprisedb 416 Mar 23 10:33 authorized_keys
- W ------- 1 enterprisedb enterprisedb 1675 Mar 23 09:54 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Mar 23 09:54 id_rsa.pub
-rw-r-- r-- 1 enterprisedb enterprisedb 345 Mar 23 10:05 known_hosts

Theauthorized_keys  file must have file permission 600 as set by the following
chmod 600 command, otherwise the passwdeds connection fails:

- bash - 4.2% chmod 600 ~/.ssh/authorized_keys

-bash-4.2%Is -1.ssh

total 16

- TW------- 1 enterprisedb enterprisedb 416 Mar 23 10:33 authorized_keys
- TW------- 1 enterprisedb enterprisedb 1675 Mar 23 09:54 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Mar 23 09:54 id_rsa.pub
-rw-r-- r-- 1enterprisedb en terprisedb 345 Mar 23 10:05 known_hosts

Test the passworkkss connectiorlJsethessh commando verify that you caraccess
the same user account as you are curréogiyedin as(enterprisedb ) without being
prompted for a password:

- bash - 4.2$ ssh enter prisedb@127.0.0.1
Last login: Thu Mar 23 10:27:50 2017

- bash - 4.2$ exit

logout

Connection to 127.0.0.1 closed.

6.2.3 Set Up Access from Remote Advanced Server to BART Host

On the remote host 192.16&2. create the public key file for the remote database server
user accoungnterprisedb  , for access to the BART user accoumtterprisedb  , on
the BART host 192.168.22.

This is for scenario 1 as described in Secfichl.3

Create thessh directory for user accouenterprisedb  on the remote host:

[root@localhost 9.5AS J# pwd

/opt/PostgresPlus/ 9.5AS

[root@localhost 9.5AS J# mkdir .ssh

[root@localhost 9.5AS J# chown enterprisedb .ssh
[root@localhost 9.5AS J# chgrp enterprisedb .ssh
[root@localhost 9.5AS # chmod 700 .ssh

[root@localhost 9.5 ASl#Is  -la|grep ssh

drwx ------ 2 enterprisedb enterprisedb 4096 Apr 23 13:08 .ssh

Generate the public key file on the remote host for user aceotemprisedb

[user@localhost ~]$ su - enterprisedb
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Password:

-bash-4.1$ssh -keygen -trsa

Generating  public/private rsa key pair.

Enter file in which to save the key (/opt/PostgresPlus/ 9.5AS /.sshfid_rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /opt/PostgresPlus/ 9.5AS /.sshlid_rsa.
Your public key has been saved in /opt/PostgresPlus/ 9.5AS /.ssh/id_rsa.pub.

The key fingerprint is:

15:27:1e:1e:61:4b:48:66:67:0b:b2:be:fc:ea:ea:e6

enterprisedb@Iocalhost.localdomain

The key's randomart image is:

+-- [ RSA 2048] ---- +
| =@ |

| =00 |

| o

I =«

| .S I

[ I

| o |

[ I

| +Eoo. |

[ +

Copy the generated public key fild, rsa.pub , to the BART user account,
enterp risedb , onthe BART host192.168.2. 22:

- bash - 4.1$ scp ~/.ssh/id_rsa.pub enterprisedb@192.168.2.22:/tmp/tmp.pub

The authenticity of host '192.168.2.22 (192.168.2.22)' can't be established.

RSA key fingerprint is b8:a9:97:31:79:16:b8:2b:b0:60:5a:91:38:d7:68 122,
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.2.22' (RSA) to the list of known hosts.
enterprisedb@192.168.2.22's password:

id_rsa.pub

Log into the BART host as the BART user account and append tipetam public key

file, tmp/tmp.pub  onto theauthorized_keys file owned by the BART user
account.

- bash - 4.1$ ssh enterprisedb@192.168.2.22
enterprisedb@192.168.2.22's password:

Last login: Tue Apr 21 17:03:24 2015 from 192.168.2.22
- bash - 4.1$ pwd

/opt/Po  stgresPlus/  9.5AS

- bash - 4.1$ cat /tmp/tmp.pub >> ~/.ssh/authorized_keys

-bash-4.1$1s  -1.ssh

total 12

-rw-rw-r-- 1 enterprisedb enterprisedb 416 Apr 23 13:15 authorized_keys
- W ===~ 1 enterprisedb enterprisedb 1675 Apr 23 13:04 id_rsa

-rw-r-- r-- 1ente rprisedb enterprisedb 416 Apr 23 13:04 id_rsa.pub

Theauthorized_keys file must havdile permission600 as sely the following
chmod 600 command otherwise the passwetdss connection fails:

- bash - 4.1$ chmod 600 ~/.ssh/authorized_keys

-bash-4.1%Is -1 .ssh
total 12
- W ------- 1 enterprisedb enterprisedb 416 Apr 23 13:15 authorized_keys
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- W === 1 enterprisedb enterprisedb 1675 Apr 23 13:04 id_rsa
-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:04 id_rsa.pub
- bash - 4.1$ rm /tmp/tmp.pub

- bash-4.1$ exit

logout

Connection to 192.168.2.22 closed.

Test the passworkkss conaction. From the remote host, verify tlyau can log into the
BART host with the BART user account without being prompted for a password:

- bash - 4.1$ ssh enterprisedb@192.168.2.22

Last login: Thu Apr 23 13:14:48 2015 from 192.168.2.24
- bash - 4.1$ exit

logout

Connection to 192.168.2.22 closed.

6.2.4 Set Up Access from BART Host to Remote Advanced Server

On the BART host 192.16822, copythe public key file for the BART user account,
enter prisedb , for access to the remote database server user acementrisedo
on the remote host 192.1622.

This is for scenario 2 as described in Secfichl.3

The following lists the current SSH keys files in the BARST @l rsgh sdirectory on the
BART host:

[user@localhost ~]$ su - enterprisedb
Password:

- bash - 4.1$ pwd

/opt/PostgresPlus/ 9.5AS

-bash-4.1%Is -1 .ssh

total 12

- W ------- 1 enterprisedb enterprisedb 416 Apr 23 13:15 authorized_keys
- TW------- 1 enterprisedb enterprisedb 1675 Apr 23 13:04 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:04 id_rsa.pub

The public key filejd_rsa.pub , for BART user accourdnterprisedb ~ on the BART
hostwas generated in Sectié2.1, andis now copied to the remote Advanced Server
host on 192.168.24:

- bash - 4.1$ scp ~/.ssh/id_rsa.pub enterprisedb@192.168.2.24:/tmp/tmp.pub

The authenticity of host '192.168.2.24 (192.168.2.24)' can't be established.

RSA key fingerprint is 59:41:fb:0c:ae:64 :3d:3f:a2:d9:90:95:cf:2c:99:f2.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.2.24' (RSA) to the list of known hosts.
enterprisedb@192.168.2.24's password:

id_rsa.pub
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Log into theenterprisedb ~ user accoundn the remote host and copy the public key
file onto theauthorized_keys file of the remoteenterprisedb user accouninder
its .ssh directory:

- bash - 4.1$ ssh enterprisedb@192.168.2.24
enterprisedb@192.168.2.24's password:

Last login: Tue Apr 21 09:53:18 2015 from 192.168.2.22
- bash - 4.1$ pwd

/opt/PostgresPlus/ 9.5AS

- bash-4.1$ Is -1 .ssh

total 12

- W ==~ 1 enterprisedb enterprisedb 1675 Apr 23 13:11 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:11 id_rsa.pub

-rw-r-- r-- 1 enterprisedb enter prisedb 394 Apr 23 13:12 known_hosts

- bash - 4.1$ cat /tmp/tmp.pub >> ~/.ssh/authorized_keys

Adjust the file permission oauthorized_keys

- bash - 4.1$ chmod 600 ~/.ssh/authorized_keys

-bash-4.1%Is - | .ssh

total 16

- W ------- 1 enterprisedb enterprisedb 41 6 Apr 23 13:26 authorized_keys
- IW------- 1 enterprisedb enterprisedb 1675 Apr 23 13:11 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:11 id_rsa.pub
-rw-r-- r-- 1 enterprisedb enterprisedb 394 Apr 23 13:12 known_hosts
- bash - 4.1% rm /tmp/tmp.p ub

- bash - 4.1$ exit

logout

Connection to 192.168.2.24 closed.

While logged into the BART hostest the passwosgss connection from the BART host
to the remote Advanced Server host.

- bash - 4.1%$ ssh enterprisedb@192.168.2.24

Last login: Thu Apr 23 13:25:53 2015 from 192.168.2.22
- bash - 4.1%$ exit

logout

Connection to 192.168.2.24 closed.

6.2.5 Set Up Access from Remote PostgreSQL to BART Host

On the remote host 192.16&2. create the public key file for the remote database server
user accounpostgres , for acces to the BART user accoumtterprisedb  , on the
BART host 192.168.22.

This is for scenario 1 as described in Sectichl.3

Create thessh directory for user accoupbstgres on the remote host:

[root@localhost 9.5 J#cd/ opt/PostgreSQL/ 9.5
[root@localhost 9.5 ]# mkdir .ssh
[root@localhost 9.5 ]# chown postgres .ssh
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[root@localhost 9.5 ]# chgrp postgres .ssh

[root@localhost 9.5 ]# chmod 700 .ssh

[root@localhost 9.5 #Is -la|grepssh

drwx ------ 2 postgres postgres 4096 Apr 23 13:32 .ssh

Create and copy the generated public keyifllesa.pub , to the BART user account,
enterprisedb  , on the BART host192.168.2. 22:

[user@localhost ~]$ su - postgres
Password:

- bash - 4.1$ pwd

/opt/PostgreSQL/ 9.5

- bash-4.1$ssh -keygen -trsa

Generating public/private rsa key pair.

Enter file in which to save the key (/opt/PostgreSQL/ 9.5 /.ssh/id_rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /opt/PostgreSQL/ 9.5 /.ssh/id_rsa
Your public key has been saved in /opt/PostgreSQL/ 9.5 /.ssh/id_rsa.pub.
The key fingerprint is:

1f:f8:76:d6:fc:a5:1a:c5:5a:66:66:01:d0:a0:ca:ba

postgres@localhost.localdomain

The key's randomart image is:

+-- [RSA 2048] ---- +
I o+. |

| I

I -

| oo

| o0S. O]

| . 0.@ |

I +=o0 |

| . .o0.0]

| E .|

Fommmmmmem e +
-bash-4.1$1s  -1.ssh
total 8

- W ------- 1 postgres postgres 1671 Apr 23 13:36 id_rsa

-rw-r-- r-- 1 postgres postgres 412 Apr 23 13:36 id_rsa.pub

- bash - 4.1$ scp ~/.ssh/id_rsa.pub enterprisedb@192.168.2.22:/tmp/tmp.pub

The authenticity of host '192.168.2.22 (192.168.2.22)' can't be established.

RSA key fingerprint is b8:a9:97:31:79:16:b8:2 b:b0:60:5a:91:38:d7:68:22.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added '192.168.2.22' (RSA) to the list of known hosts.
enterprisedb@192.168.2.22's password:

id_rsa.pub

Log into the BART host as the BART user ageband append the temporary public key
file, tmp/tmp.pub , onto theauthorized_keys  file owned by the BART user
account.

- bash - 4.1$ ssh enterprisedb@192.168.2.22
enterprisedb@192.168.2.22's password:

Last login: Thu Apr 23 13:19:25 2015 from 192.168.2.24
- bash - 4.1$ pwd

/opt/PostgresPlus/ 9.5AS

- bash - 4.1$ cat /tmp/tmp.pub >> ~/.ssh/authorized_keys
-bash-4.1%Is -1 .ssh
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total 16
- W ------- 1 enterprisedb enterprisedb 828 Apr 23 13:40 authorized_keys
- W ==~ 1 enterprisedb enterprisedb 1675 Apr 23 13:04 i d_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:04 id_rsa.pub
-rw-r-- r-- 1 enterprisedb enterprisedb 394 Apr 23 13:24 known_hosts
- bash - 4.1$ rm /tmp/tmp.pub

- bash - 4.1$% exit

logout

Connection to 192.168.2.22 closed.

Make surehlteauthorized_key s file hasfile permission 600 ashown otherwise the
passworeess connectiofails.

Test the passwoxkgss connection. From the remote hohktle logged in as user account
postgres , verify thatyou can log into the BART host with the BART user account
without being prompted for a password:

- bash - 4.1$ pwd

/opt/PostgreSQL/ 9.5

- bash - 4.1% ssh enterprisedb@192.168.2.22

Last login: Thu Apr 23 13:40:10 2015 from 192.168.2.24
- bash - 4.1% exit

logout

Connection to 192.168.2.22 closed.

6.2.6 Set Up Access from BART Host to Remote PostgreSQL

On the BART host 192.16822, copy the public key file for the BART user account,
enterprisedb  , for access to the remote database server user agoostgtes , on
the remote host 192.16822.

This is for scenario 2 as describedSiection4.2.1.3

The foll owing | ists the cur.sstediecto§8thek ey s
BART host:

[user@localhost ~]$ su - enterprisedb

Password:

-bash-4.1% s -1 .ssh

total 16

- W ===~ 1 enterprisedb enter prisedb 828 Apr 23 13:40 authorized_keys

- W ------- 1 enterprisedb enterprisedb 1675 Apr 23 13:04 id_rsa

-rw-r-- r-- 1 enterprisedb enterprisedb 416 Apr 23 13:04 id_rsa.pub
-rw-r-- r-- 1 enterprisedb enterprisedb 394 Apr 23 13:24 known_hosts

The public kg file, id_rsa.pub , for BART user accourdnterprisedb ~ on the BART
host was generated in Sect®2.1, and is how copied to the remote PostgreSQL host on
192.168.24:

- bash - 4.1% scp ~/.ssh/id_rsa.pub postgres@192.168.2.24:/tm p/tmp.pub
postgres@192.168.2.24's password:
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id_rsa.pub

Log into thepostgres  user account on the remote host and copy the public key file onto
theauthorized_keys file of postgres under its.ssh directory:

- bash - 4.1$ ssh postgres@192.168.2.24

postgres@192 .168.2.24's password:

Last login: Mon Jan 26 18:08:36 2015 from 192.168.2.19
- bash - 4.1$ pwd

/opt/PostgreSQL/ 9.5

- bash - 4.1$ cat /tmp/tmp.pub >> ~/.ssh/authorized_keys

Adjust the file permissions aauthorized_keys

-bash-4.1$ Is -1 .ssh

total 16

-rw-rw-r-- 1 postgres postgres 416 Apr 23 13:52 authorized_keys
- W ------- 1 postgres postgres 1671 Apr 23 13:36 id_rsa

-rw-r-- r-- 1 postgres postgres 412 Apr 23 13:36 id_rsa.pub
-rw-r-- r-- 1 postgres postgres 394 Apr 23 13:36 known_hosts
- bash - 4.1$ chmod 600 ~/. ssh/authorized_keys

-bash-4.1%Is - | .ssh

total 16

- TW------- 1 postgres postgres 416 Apr 23 13:52 authorized_keys
- TW ==-=--- 1 postgres postgres 1671 Apr 23 13:36 id_rsa

-rw-r-- r-- 1 postgres postgres 412 Apr 23 13:36 id_rsa.pub
-rw-r-- r-- 1postgrespo  stgres 394 Apr 23 13:36 known_hosts
- bash - 4.1$ rm /tmp/tmp.pub

- bash - 4.1$ exit

logout

Connection to 192.168.2.24 closed.

Test the passworkkss connection from the BART host to the remote PostgreSQL host.

[user@localhost ~]$ su - enterprisedb
Password:

- bash - 4.1% ssh postgres@192.168.2.24

Last login: Thu Apr 23 13:52:25 2015 from 192.168.2.22
- bash - 4.1% exit

logout

Connection to 192.168.2.24 closed.

6.3 Replication Database User
This section shows how the replication database user is established.
All database servers must use a superuser as the replication database user.

The replication database user for each database sesperci§edby theuser parameter
in the BART configuration file as shown by the following:

[ ACCTG
host =127.0.0.1
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port = 5444

user = enterprisedb <=== Replication Database User
cluster_ owner = enterprisedb

backup_name = acctg _%year - %month- %dayT%hour:%minute
archive_command = 'cp %p %a/%f'

description =" Accounting

[ MKTG

host = 192.168.2.24

port = 5444

user = repuser <=== Replication Database User
cluster_  owner = enterprisedb

backup_name = mktg_%year - %omonth- %dayT%hour:%minute
remote_host = enterprisedb@192.168.2.24

description =" Marketing

[ HR

host = 192.168.2.24

port = 5432

user = postgres <=== Replic ation Database User

cluster_  owner = enterprisedb
backup_name = hr _%year - %month- %dayT%hour:%minute

remote_host = postgres@192.168.2.24
copy_wals_during_restore = enabled
description =" Human Resources "

To allow the required no prompt for passwatcktess to each database sewtsn the
BART user account initiatake backupthe.pgpass file contains the followig entries.
This file is forBART user accoungnterprisedb  , locatedn its home directory,
lopt/Postgr  esPlus/ 9.5AS /.pgpass

127.0.0.1:5444:*:enterprisedb:password
192.168.2.24:5444:*:repuser:password
192.168.2.24:5432:*:postgres:password

While connected tMKTGon 192.168.24, the followingCREATE ROLEcommand is
given to create the replication databasggeuser:

CREATE ROLE repuser WITH LOGIN  SUPERUSERPASSWORD 'password’;

Thepg_hba.conf file for the local Advanced ServekCCTGs set as follows:

# TYPE DATABASE USER ADDRESS METHOD

# "local" is for Unix domain socket connections only

local all a Il md5
# IPv4 local connections:

host t emplatel enterprisedb 127.0.0.1/32 md5

host edb enterprisedb 127.0.0.1/32 md5

#host all all 127.0.0.1/32 md5

# IPv6 local connections:

host all all ::1/128 md5

# Allow replication connections from localhost, by a user with the

# replication privilege.

#local replic ation enterprisedb md5
host  replication enterprisedb  127.0.0.1/32 md5
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Thepg_hba.conf file for the remote Advanced Serv&tKTGs set as follows:

# TYPE DATABASE USER ADDRESS METHOD
# "local" is for Unix domain socket connections only

local all all md5

# IPv4 local connections:

host templatel repuser 192.168.2. 22/32 md5
host all enter prisedb 127.0.0.1/32 md5

#host all all 127.0.0.1/32 md5

# IPv6 local connections:

host all all ::1/128 md5

# Allow replication connections from localhost, by a us er with the
# replication privilege.

#local replication enterprisedb md5

host replication repuser 192.168.2. 22/32 md5

Thepg_hba.conf file for the remote PostgreSQL servdRis set as follows:

# TYPE DATABASE USER ADDRESS METHOD

# "local" is for Unix domain socket connections only

local all all md5

# IPv4 local connections:

host templatel postgres 192 .168.2. 22/32 md5
host all all 127.0.0.1/32 md>5

# IPv6 local connections:

host all all ::1/128 md5

# Allow replication connections from localhost, by a user with the

# replication privilege.

#local replication postgres md5

host replication postgres 192.168.2. 22/32 md5

6.4 WAL Archiving Configuration Parameters

The parameters in thmstgresqgl.conf file to enable WALarchiving are shown by
the following.

Thepostgresql .conf file for the local Advanced ServekCCTQs set as follows:

wal_level = archive

archive_mode = on # allows archiving to be done
# (change requires rest art)
#archive_command =" # command to use to archive a logfile segment
# placeholders: %p = path of file to archive
# %f = file name only

max_wal_senders = 3
When tlke INIT subcommand is invoked, tiRostgrearchive_command configuration

parameter in thpostgresql.auto.conf file will be set based otine BART
archive_command parameter located in the BART configuration file:
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[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
retention_policy = 6 BACKUPS

logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

[ ACCTG

host = 127.0.0.1

port = 5444

user = enterprisedb

cluster_  owner = enterprisedb

backup_name = acctg _%year - %month- %dayT%hour:%minute
archive_command = 'cp %p %a/%f"

description =" Accounting
Thepostgresgl.auto.conf file contains the followingfter theINIT sulcommand
is invoked

# Do not edit this file manually!
#ltwi |l be overwritten by ALTER SYSTEM command.
archive_command = 'cp %p /opt/backup/ acctg /archived_wals/%f"

Thearchive_command uses thep command instead atp since the BART backup
catalog is local to this database cluster and the BART user account diaaioackup
catalogenterprisedb  , is the same user account running Advanced Sefheresult
is that there is no directory permission conflict during the archive operation

Thepostgresql .conf file for the remote Advanced ServétKTGs set as follows:

wal_level = archive

archive_mode = on # allows archiving to be done
# (change requires restart)

archive_command = "' # command to use to archive a logfile segment
# pl aceholders: %p = path of file to archive
# %f = file name only

max_wal_senders = 3

When theNIT subcommand is invoked, the Postgreshive_command configuration
parameter in thpostgresql.auto.conf file will be set by the default, BART format

of the BARTarchive_command parameter since it is not explicitly set for this database
server in the BART configuration file:

[BART]

bart_host= enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /o pt/PostgresPlus/9.5AS/bin/pg_basebackup
retention_policy = 6 BACKUPS

logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

[MKTG]
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host = 192.168.2.24

port = 5444

user = repuser

cluster_owner = enterprisedb

backup_name = mktg_%ye ar - %omonth- %dayT%hour:%minute
remote_host = enterprisedb@192.168.2.24

description = "Marketing"

The default, BARTarchive_command format is the following:

archive_command = 'scp %p %h:%a/%f"

Thepostgresgl.auto.conf file contains the following after th&ll T subcommand
is invoked:

# Do not edit this file manually!

# It will be overwritten by ALTER SYSTEM command.
archive_command = 'scp %p
enterprisedb@192.168.2.22:/opt/backup/hr/archived_wals/%f'

Thearchive_command uses thesc p command since the BART backuaptalog is

remote relative to this database cluster. The BART user acentarprisedb  , is
specified on thecp command since this is the user account owning the BART backup
catalog where the archived WAL files are to be copied. The result is thaistimere
directory permission conflict during the archive operation.

Thepostgresgl .conf file for the remote PostgreSQL servdRis set as follows:

wal_level = archive

archive_mode = on # allows archiving to be done
# (change requires restart)
#archive_command =" # command to use to archive a logfile segment
# placeholders: %p = path of file to archive
# %f = file name only

max_wal_senders = 3

When theNIT subcommand is invoked, tf®stgresrchive_command configuration
parameter in thpostgresql.auto.conf file will be set by the defaylBART format
of theBART archive_command parametesince it is not explicithyset fa this database
server in the BART configuration file:

[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
retention_policy = 6 BACKUPS

logfile = /tmp/bart.log

scanner_lodfile = /tmp/bart_scanner.log

[ HR
host = 192.168.2.24
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port = 5432

user = postgres

cluster_ owner= postgres

backup_name = hr _%year - %month- %dayT%hour:%minute

remote_host = postgres@192.168.2.24
copy_ wals_during_restore = enabled
description =" Human Resources "

The defaultBART archive_command formatis the following:

archive_command = 'scp %p %h:%a/%f"

Thepostgresgl.auto.conf file contains the followingfter theINIT subcommand
is invoked

#Donot edit this file manually!

# It will be overwritten by ALTER SYSTEM command.

archive_command = 'scp %p

enterprisedb@192.168.2.22:/opt/backup/ hr /archived_wals/%f"

Thearchive_command uses thesc p command since the BART backup catalog is
remote relative to th database cluster. The BART user accoemtgrprisedb  , is
specified on thecp command since this is the user account owning the BART backup
catalog where the archived WAiIles are to be copied. Thesult is that there is no
directory permission conlt during the archive operation.

6.5 BART Backup Catalog (backup_path)

Create the directory specified by theckup_path configuration parameter.

[BART]

bart_host = enterprisedb@192.168.2.22

backup_path = /opt/backup

pg_basebackup_path = /opt/PostgresPlus/9. 5AS/bin/pg_basebackup
retention_policy = 6 BACKUPS

logfile = /tmp/bart.log

scanner_logfile = /tmp/bart_scanner.log

Make sure it is owned by the BART user account:

[root@localhost opt]# pwd

/opt

[root@localhost opt]# mkdir backup

[root@localhost opt]# chown e nterprisedb backup
[root@localhost opt]# chgrp enterprisedb backup

[root@localhost opt]# chmod 700 backup

[root@localhost opt]# Is - || grep backup

drwx ------ 2 enterprisedb enterprisedb 4096 Apr 23 15:36 backup

Use the BARTINIT subcommand to completeethlirectory structurand set the
Postgresrchive_command configuration parameter
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Note: Before invoking any BART subcommands, set up a profile under the BART user
account 6s home LO LIBRARYtPATHandPATHengirertment h e
variables. See Spe3 in Sectiord.1for information.

Note: The- o option is specified with thiNIT subcommand to force the setting of the
Postgresarchive_command configuration parameter whenchive_mode is off or if
thePostgresrchive_comm and parameter is already set and needs to be overridden.

[user@localhost ~]$ su - enterprisedb

Password:

- bash - 4.1% bart INIT -0

INFO: setting archive_command for server 'acctg'

WARNING: archive_command is set. server restart is required
INFO: setting ar chive_command for server 'hr'
WARNING: archive_command is set. server restart is required
INFO: setting archive_command for server 'mktg'

WARNING: archive_command is set. server restart is required

The BARTSHOWSERVERSubcommand displays the following:

- bash - 4.1$ bart SHOW - SERVERS

SERVER NAME : acctg

BACKUP FRIENDLY NAME: acctg_%year - %month- %dayT%hour:%minute
HOST NAME :127.0.0.1

USER NAME : enterprisedb

PORT : 5444

REMOTE HOST

RETENTION POLICY : 6 Backups

DISK UTILIZATION : 0.00 bytes
NUMBER OF ARCHIVES : 0

ARCHIVE PATH : lopt/backup/acctg/archived_wals
ARCHIVE COMMAND : (disabled)
XLOG METHOD : fetch

WAL COMPRESSION : disabled
TABLESPACE PATH(s) :
INCREMENTAL BACKUP : DISABLED

DESCRIPTION : "Accounting"

SERVER NAME :hr

BACKUP FRIENDLY NAME: hr_%year - %month- %dayT%hour:%minute
HOST NAME :192.168.2.24

USER NAME . postgres

PORT : 5432

REMOTE HOST : postgres@192 .168.2.24

RETENTION POLICY : 6 Backups

DISK UTILIZATION : 0.00 bytes

NUMBER OF ARCHIVES : 0

ARCHIVE PATH : lopt/backup/hr/archived_wals
ARCHIVE COMMAND : (disabled)

XLOG METHOD : fetch

WAL COMPRESSION : disabled

TABLESPACE PAH(S) :

INCREMENTAL BACKUP : DISABLED

DESCRIPTION : "Human Resources"

SERVER NAME - mktg

BACKUP FRIENDLY NAME: mktg_%year - %month- %dayT%hour:%minute
HOST NAME :192.168.2.24

USER NAME : repuser

Copyright © 2014 - 2018 EnterpriseDB Corporation. All rights reserved. 165



EDB Postgres Backup and Recovery Guide

PORT 154 44

REMOTE HOST : enterprisedb@192.168.2.24
RETENTION POLICY : 6 Backups

DISK UTILIZATION : 0.00 bytes

NUMBER OF ARCHIVES : 0

ARCHIVE PATH : lopt/backup/mktg/archived_wals
ARCHIVE COMMAND : (disabled)

XLOG METHOD : fetch

WA COMPRESSION : disabled

TABLESPACE PATH(S) :

INCREMENTAL BACKUP : DISABLED
DESCRIPTION : "Marketing”

- bash - 4.1%$ cd /opt/backup

- bash - 4.1$ pwd

lopt/backup

-bash-4.1%1s -1

total 12

drwxrwxr - x 3 enterprisedb enterprisedb 4096 Mar 29 13:16 a cctg
drwxrwxr - x 3 enterprisedb enterprisedb 4096 Mar 29 13:16 hr

drwxrwxr - x 3 enterprisedb enterprisedb 4096 Mar 29 13:16 mktg

-bash-4.1%Is -l acctg

total 4

drwxrwxr - x 2 enterprisedb enterprisedb 4096 Mar 29 13:16 archived_wals
-bash-4.1%Is -l hr

total 4

drwxrwxr - x 2 enterprisedb enterprisedb 4096 Mar 29 13:16 archived_wals
-bash-4.1%Is - I mktg

total 4

drwxrwxr - x 2 enterprisedb enterprisedb 4096 Mar 29 13:16 archived_wals

Note: The ARCHIVE PATHfield displays the full directory patio where the WAL file
are copied. This directory pathustmatch the directory paspecifiedin thePostgres
archive_command parameter of thpostgresql.conf file or the
postgresql.auto.conf file of each database server.

6.6 Start the Database Servers with WAL Archiving

After the BART backup catalog diremty structure has beeompletel, beginthe
archiving of WAL files from the database servers by restarting each database server.

On BART host 192.168.22:

[root@localhost data]# service ppas-9.5 restart

On remote host 192.16822:

[root@localhost data]# service ppas-9.5 restart

[root@localhost data]# service  postgresql -9.5 restart

In the BART backup catalodf,possible verify that the WAL files a& archiving
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Archived WAL files may not appear very frequentigpending upondw often WAL
archiving is set to switch to a nesegmentife with thearchive_timeout parameter
in your database serveonfigurationsettings

Verify that there are no archiving related errors in the database server log files.

6.7 Take a Full Backup

Take thdfirst full backup of the database servers.

- bash - 4.1$ bart BACKUP -sacctg -z
INFO: creating backup for server 'acctg’
INFO: backup identifier: '1490809695281'
60776/60776 kB (100%), 1/1 tablespace

INFO: backup completed successfully

INFO: backup che cksum: 37f3defb98ca88dcf05079815555dfc2 of base.tar.gz

INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1490809695281

BACKUP NAME: acctg_2017 -03-29T13:48

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/acctg/1490809695281

BACKUP SIZE: 6.10 MB

BACKUP FORMAT: tar.gz

BACKUP TIMEZONE: US/Eastern

XLOG METHOD: fetch

BACKUP CHECKSUM(s): 1
ChkSum File
37f3defb98ca88dcf05079815555dfc2 base.tar.gz

TABLESPACE(s): 0

START WAL LOCATION: 00000001000000000000000 4
STOP WAL LOCATION: 000000010000000000000004
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2017 - 03-29 13:48:15 EDT

STOP TIME: 2017 -03-29 13:48:17 EDT

TOTAL DURATION: 2 sec(s)

- bash - 4.1$ bart BACKUP ~ -smktg -z

INFO: creating backup for server 'mktg’
INFO: backup identifier: '1490809751193'
61016/61016 kB (100%), 1/1 tablespace

INFO: backup completed successfully

INFO: backup checksum: 8b010e130a105e76d01346bb56dfcfl4 of base.tar.gz
INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1490809751193

BACKUP NAME: mktg_2017 - 03- 29T13:49

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/mktg/1490809751193
BACKUP SIZE: 6.13 MB

BACKUP FORMAT: tar.gz

BACKUP TIMEZONE: US/Eastern
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XLOG METHOD: fetch

BACKUP CHECKSUM(s): 1
ChkSum File
8b010e130a105e76d01346bb56dfcf14 base.tar.gz

TABLESPACE(s): 0

START WAL LOCATION: 000000010000000100000085
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2017 - 03-29 13:49:11 EDT

STOP TIME: 2017 -03-29 13:49:14 EDT

TOTAL DURATION: 3 sec(s)

- bash - 4.1$ bart BACKUP  -shr -z
INFO: creating backup for server 'hr'
INFO: backup identifier: '1490809824946'
38991/38991 kB (100%), 1/1 tablespace

INFO: backup completed successfully

INFO: backup checksum: 277e8ala80ba347 4f541eb316a417c9a of base.tar.gz

INFO:

BACKUP DETAILS:

BACKUP STATUS: active

BACKUP IDENTIFIER: 1490809824946

BACKUP NAME: hr_2017 - 03- 29T13:50

BACKUP PARENT: none

BACKUP LOCATION: /opt/backup/hr/1490809824946

BACKUP SIZE: 2.59 MB

BACKUP FORMAT: tar.gz

BACKUP TIMEZONE: US/Eastern

XLOG METHOD: fetch

BACKUP CHECKSUM(s): 1
ChkSum File
277e8ala80ba3474f541eb316a417c9a base.tar.gz

TABLESPACE(s): 0

START WAL LOCATION: 000000010000000000000002
BACKUP METHOD: streamed

BACKUP FROM: master

START TIME: 2017 -03-29 13:50:25 EDT

STOP TIME: 2017 -03-29 13:50:26 EDT

TOTAL DURATION: 1 sec(s)

The following shows the backuglirectories created for eablackup of eackatabase
server. The backulis used as the backudlrectory name

- bash - 4.1$ cd /opt/backup

-bash-4.1%$1s -1

total 12

drwxrwxr - x 4 enterprisedb enterprisedb 4096 Mar 29 13:48 acctg
drwxrwxr - x 4 enterprisedb enterprisedb 4096 Mar 29 13:50 hr
drwxrwxr - x 4 enterprisedb enterprisedb 4096 Mar 29 13:49 mktg

-bash-4.1$1s -1 acctg

total 8

drwx ------ 2 enterprisedb enterprisedb 4096 Mar 29 13:48 1490809695281
drwxrwxr - x 2 enterprisedb enterprisedb 4096 Mar 29 13:48 archived_wals
-bash-4.1%1s  -lhr

total 8

drwx ------ 2 enterprisedb enterprisedb 4096 Mar 29 13:50 1490809824946
drwxrwxr - x 2 enterprisedb enterprisedb 4096 Mar 29 13:50 archived_wals
-bash-4.1$1s -1 mkig
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total 8
drwx ------ 2 enterprisedb enterprisedb 4096 Mar 29 13:49 1490809751193
drwxrwxr - x 2 enterprisedb enterprisedb 4096 Mar 29 13:49 archived_wals

6.8 Point-In-Time Recovery

The following demonstratable point-in-time recovery operation on the remote
PostgreSQL database server.

The following tables were creatatiouttwo minutes apartwhile WAL archiving is
enabled:

postgres=# \dt
List of relations
Schema| Name | Type | Owner
+ +

public | hr_rmt_t1 1356 | table | postgres
public | hr_rmt_tl_1358 | table | postgres
public | hr_rmt_t1_1400 | table | postgres
public | hr_rmt_t1_1402 | table | pos tgres
public | hr_rmt_t1_1404 | table | postgres
public | hr_rmt_t1_1406 | table | postgres

(6 rows)

In the table namer _rmt_t n_hhmi, n represents thactivetimeline.hhmi is the
approximate time¢he tablewas created. & examplehr _rmt t1 1 356 was ceated at
approximatelyl:56 PM while timeline #1is active

The PostgreSQL database server was then stopped.

WAL files that have been created, but not yet archived must be identified, and then
saved.

The following are the archived WAL files in the BARTdkap catalog:

- bash-4.1$Is -1 hr /archived_wals
total 49156

- W ------- 1 enterprisedb enterprisedb 16777216 Mar 29 13:50 000000010000000000000001
- W ------- 1 enterprisedb enterprisedb 16777216 Mar 29 13:50 000000010000000000000002

- (W ------- 1 enterprised b enterprisedb 302 Mar 29 13:50
000000010000000000000002.00000028.backup

- TW------- 1 enterprisedb enterprisedb 16777216 Mar 29 14:07 000000010000000000000003

The following lists the current PostgreSQL server WAL files. The ones that have not
been arhivedareindicated with bold font.

- bash - 4.1$ cd /opt/PostgreSQL/9. 5/data/pg_xlog
- bash - 4.1$ pwd

/opt/PostgreSQL/9. 5/data/pg_xlog

-bash-4.1%Is -1

total 49160
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- W ------- 1 postgres postgres 302 Mar 29 13:50
000000010000000000000002.00000028.backup

- W 1 postgres postgres 16777216 Mar 29 14:07 000000010000000000000003

- IW--—--—--—- 1 postgres postgres 16777216 Mar 29 14:07 000000010000000000000004
- W ------- 1 postgres postgres 16777216 Mar 29 13:50 000000010000000000000005
drwx ------ 2 postgres po  stgres 4096 Mar 29 14:07 archive_status

Copies of the unarchived WAL files are saved to a temporary location:

- bash - 4.1$ mkdir /tmp/unarchived_ pg95_wals
- bash - 4.1%$ pwd
/opt/PostgreSQL/9.5/data/pg_xlog

bash-4.1$cp - p 000000010000000000000004 /tmp/unarc hived_pg95_wals
bash-4.1$cp - p 000000010000000000000005 /tmp/unarchived_pg95_wals

bash - 4.1$ Is - | imp/unarchived_pg95_wals

total 32768

- W ------- 1 postgres postgres 16777216 Mar 29 14:07 000000010000000000000004

- IW------- 1 postgres postgres 16777216 M ar 29 13:50 000000010000000000000005

On the remote host, the directory is created to which the PostgreSQL database cluster is

to be restored. This restore pattidpt/restore_ pg95 owned by user account
postgres

[user@localhost ~]$ su root

Password:

[roo t@localhost user]# cd /opt

[root@localhost opt]# mkdir restore_ pg95
[root@localhost opt]# chown postgres restore_ pg95
[root@localhost opt]# chgrp postgres restore_ pg95
[root@localhost opt]# chmod 700 restore_ pg95
[root@localhost opt]# Is -

total 16

drwxr -xr -x 4root daemon 4096 Mar 29 12:10 PostgresPlus
drwxr -xr -x 3root daemon 4096 Mar 29 12:25 PostgreSQL
drwx ------ 2 postgres postgres 4096 Mar 29 14:15 restore_pg95
drwxr -xr -x. 2root root 4096 Nov 22 2013 rh

Note that in the BARTonfiguration file, the remote user aranotehost IP address
postgres@192.168.2. 24, havebeen setvith theremote_host  parameterlf not
given in the BART configuration file, this information must then be specifictidoy
remote - host option when givig theRESTOREBubcommandgfor examplepart
RESTORE-- remote - host postgres@192.168.2. 24 é ).

[ HR

host = 192.168.2.24

port = 5432

user = postgres

cluster_ owner= postgres

backup_name = hr _%year - %month- %dayT%hour:%minute

remote_host = postgres@192.168.2.24
copy_wals_during_restore = enabled
description =" Human Resources "

Use theSHOWBACKUPSubcommand to identify the backup to use withRESTORE
subcommand.

SERVER NAME BACKUP ID BACKUP NAME BACKUP PARENT BACKUP TIME
BACKUP SIZE WAL(s) SIZE WAL FILES STATUS
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acctg 14 90809695281 acctg_2017 -03-29T13:48 none 2017 -03-29
13:48:17 EDT 6.10 MB 32.00MB 2 active

hr 1490809824946 hr_2017 -03-29T13:50 none 2017 - 03-29
13:50:26 EDT 2.59 MB 32.00 MB 2 active

mktg 1490809751193 mktg_2017 -03-29T13:49 none 2017 -03-29
13:49:14 EDT 6.13 MB 64.00MB 4 active

The-t option with theSHOWBACKURB subcommandlisplaysadditionalbackup

information

- bash-4.1% bart SHOW -BACKUPS-shr -i1490809824946 -t
SERVER NAME : hr

BACKUP ID  :1490809824946

BACKUP NAME : hr_2017 - 03-29T13:50
BACKUP PARENT : none

BACKUP STATUS : active

BACKUP TIME : 2017 -03-29 13:50:26 EDT
BACKUP SIZE :2.59 MB

WAL(S) SIZE :32.00 MB

NO. OF WALS :2

FIRST WAL FILE : 000000010000000000000002
CREATION TIME :2017 -03-29 13:50:31 EDT
LAST WAL FILE : 000000010000000000000003
CREATION TIME :2017 -03-29 14:07:35 EDT

A recovery is made using timeline 1 to 2603-29 14:01:00Q

- bash - 4.1$ bart RESTORE ~ -shr -ihr_2017 -03-29T13:50 - p /opt/restore_pg95
1 -9'2017 -03-29 14:01:00'

INFO: restoring backup 'hr_2017 - 03- 29T13:50' of server 'hr'

INFO: base backup restored

INFO: copying WAL file(s) to

postgres@192.168.2.24: /opt/restore_pg95/archived_wals

INFO: creating recovery.conf file

INFO: archiving is disabled

INFO: permissions set on $PGDATA

INFO: restore completed successfully

The following shows the restored backup files in the restore path directory,

/opt/restor e _pg95:

- bash - 4.1$ pwd
/opt/restore_ pg95

-bash-4.1%$1s -1

total 128

drwxr - Xr - X 2 postgres postgres 4096 Mar 29 14:27 archived_wals

- W ===~ 1 postgres postgres 206 Mar 29 13:50 backup_label
drwx ------ 5 postgres postgres 4096 Mar 29 12:25 base

drwx -- ---- 2 postgres postgres 4096 Mar 29 14:27 global

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_clog

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_commit_ts
drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_dynshmem

- W ------- 1 postgres postgres 4212 Mar 29 13:18 pg_hba.conf
- W ------- 1 postgres postgres 1636 Mar 29 12:25 pg_ident.conf
drwxr - xr - x 2 postgres postgres 4096 Mar 29 13:45 pg_log

drwx ------ 4 postgres postgres 4096 Mar 29 12:25 pg_logical

drwx ------ 4 postgres postgres 40 96 Mar 29 12:25 pg_multixact
drwx ------ 2 postgres postgres 4096 Mar 29 13:43 pg_notify

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_replslot
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drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_serial

drwx ------ 2 postgres postgres 4096 Mar 29 1 2:25 pg_snapshots
drwx ------ 2 postgres postgres 4096 Mar 29 13:43 pg_stat

drwx ------ 2 postgres postgres 4096 Mar 29 13:50 pg_stat_tmp

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_subtrans

drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_tbl spc
drwx ------ 2 postgres postgres 4096 Mar 29 12:25 pg_twophase

- W ------- 1 postgres postgres 4 Mar 29 12:25 PG_VERSION

drwx ------ 3 postgres postgres 4096 Mar 29 14:27 pg_xlog

- W ------- 1 postgres postgres 169 Mar 29 13:24 postgresql.auto.conf

-rw-r-- r-- 1 postgres postgres 21458 Mar 29 14:27 postgresql.conf
-rw-r-- r-- 1 postgres postgres 118 Mar 29 14:27 recovery.conf

Copy the saved, unarchived WAL files to the restore patlklog subdirectory
(/opt/restore_ pg95/pg_xlog ):

- bash - 4.1% pwd
/opt /restore_  pg95/pg_xlog

-bash-4.1%Is -1

total 16388

- W ------- 1 postgres postgres 16777216 Mar 29 13:50 000000010000000000000002

drwx ------ 2 postgres postgres 4096 Mar 29 14:27 archive_status

-bash-4.1%Is - | tmp/unarchived_pg95_wals

total 32768

- W= ------ 1 postgres postgres 16777216 Mar 29 14:07 000000010000000000000004

- IW------- 1 postgres postgres 16777216 Mar 29 13:50 000000010000000000000005

-bash-4.1$cp - p/tmp/unarchived_pg95_wals/* .

-bash-4.1%ls  -I

total 49156

- IW------- 1 postgres postgr es 16777216 Mar 29 13:50 000000010000000000000002

- IW------- 1 postgres postgres 16777216 Mar 29 14:07 000000010000000000000004

- W ------- 1 postgres postgres 16777216 Mar 29 13:50 000000010000000000000005

drwx ------ 2 postgres postgres 4096 Mar 29 14: 27 archive_status
Inspect theopt/restore_ pg9 5/recovery.conf file to verify that it contains the

correct recovergettings:

restore_command = 'cp archived_wals/%f %p'
recovery_target_time ='2017 - 03- 29 14:01:00'
recovery_target_timeline =1

Note thatit restores from tharchived_wals  suldirectoryof /opt/restore_ pg95
since thecopy_wals_during_restore parametem the BART configuration filas
set toenabled for database servér .

Start the database server to initiate the pioiftime recovery operatio

[user@localhost ~]$ su postgres

Password:
bash - 4.1$ cd /opt/restore_ pg95
bash - 4.1$ /opt/PostgreSQL/9. 5/bin/pg_ctl start - D /opt/restore_ pg95 - |

/opt/restore_ pg95 /pg_log/logfile
server starting

Inspect the database server log file to ensure the opedationot result in any errors.

2017 - 03- 29 14:33:23 EDT LOG: database system was interrupted; last known up at 2017
03- 29 13:50:25 EDT
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2017 - 03- 29 14:33:23 EDT LOG: starting point -in - time recovery to 2017 -03-2914:01:00 -04
2017 - 03- 29 14:33:23 EDT LOG: re stored log file "000000010000000000000002" from archive

2017 - 03- 29 14:33:23 EDT LOG: redo starts at 0/2000098

2017 - 03- 29 14:33:23 EDT LOG: consistent recovery state reached at 0/20000C0

2017- 03- 29 14:33:23 EDT LOG: restored log file *0000000100000000000 00003" from archive
2017- 03- 29 14:33:23 EDT LOG: recovery stopping before commit of transaction 1762, time

2017 - 03- 29 14:02:28.100072 -04

2017 - 03- 29 14:33:23 EDT LOG: redo done at 0/303F390

2017 - 03- 29 14:33:23 EDT LOG: last completed transaction was at | og time 2017 - 03-29
14:00:43.351333 - 04

cp: cannot stat “archived_wals/00000002.history": No such file or directory

2017 - 03- 29 14:33:23 EDT LOG: selected new timeline ID: 2

cp: cannot stat “archived_wals/00000001.history": No such file or directory

2017 - 03- 29 14:33:23 EDT LOG: archive recovery complete

2017 - 03- 29 14:33:23 EDT LOG: MultiXact member wraparound protections are now enabled

2017 - 03- 29 14:33:23 EDT LOG: database system is ready to accept connections

2017 - 03- 29 14:33:23 EDT LOG: autovacuum laun cher started

The tables thagxist in the recovered database cluster are the following:

postgres=# \dt
List of relations
Schema| Name | Type | Owner
+ + +
public | hr_rmt_t1_1356 | table | postgres
public | hr_rmt_t1_1358 | table | postgres
public | hr_rmt_t1_1400 | table | postgres
(3 rows)

Since recovery was up to and includ2@l7-03-29 14:01:00, the following tables
created aftet4:01 are not present

public | hr_rmt_t1_1402 | ta ble | postgres
public | hr_rmt_t1_1404 | table | postgres
public | hr_rmt_t1 1406 | table | postgres

Note: The BARTRESTORBperation stops WAL archiving by adding an
archive_mode = off parameter at theeryend of thepostgresgl.conf file. This
last paameter in the file overrides any other previous setifrthe same parametirthe
file. Deletethe last settingnd restartite database server to stAfAL archiving.

# Add settings for extensions here

archive_mode = off
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